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MESSAGE FROM THE GENERAL CHAIRS 

          

Dear Conference Attendees, 
We are honored to welcome you to the Eighth International Conference on Computational 

Mathematics and Engineering Sciences (CMES-2024) at Harran University from 17 to 19 May 
2024 in Şanlıurfa City, Türkiye.  
             CMES, founded in 2016 at Faculty of Science and Techniques Errachidia Moulay Ismail 
University Morocco is an annual intarnational conference, which was very successful in the past years 
by providing opportunities to the participants in sharing their knowledge and informations and 
promoting excellent networking among different international universities. This year, the conference 
includes 200 extended abstracts, several submissions were received in response to the call for papers, 
selected by the Program Committee. The program features keynote talks by distinguished speakers 
such as:  
Dumitru Baleanu from Institute of Space Sciences, Magurele-Bucharest, Romania; Yusif Gasimov 
from Azerbaijan University, Azerbaijan; Naim L. Braha from University of Prishtina, Kosovo; 
Ekrem Savas from Usak University, Türkiye; Mehmet Emir Köksal from Ondokuz Mayıs 
University, Türkiye; Amdulla O. Mekhrabov from Azerbaijan Technical University, Azerbaijan. 
The conference also comprises contributed sessions, posters sessions and various research highlights. 
               We would like to thank the Program Committee members and external reviewers for 
volunteering their time to review and discuss submitted abstracts. We would like to extend special 
thanks to the Honorary, Scientific and Organizing Committees for their efforts in making CMES-
2024 a successful event. We would like to thank all the authors for presenting their research studies 
during our conference. We hope that you will find CMES-2024 interesting and intellectually 
stimulating, and that you will enjoy meeting and interacting with researchers around the world. 

. 
Hasan Bulut,  

Firat University, Elazig, Türkiye. 

Zakia Hammouch,  

ENS Meknes, Moulay Ismail University Morocco  

Thu Dau Mot University, Binh Duong Province, Vietnam  

China Medical University Hospital Taichung 40402, Taiwan. 
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PROCEEDINGS 
Full version of submitted papers will be published in Special Volumes of reputed journals. Procedure, 
Guidelines and Checklist for the preparation and submission of papers to the Proceedings of CMES-
2024 can be found in the journals websites. The journals in which selected and peer-reviewed full papers 
of CMES-2024 will be published are as follows: 
 
1. BOOK OF ABSTRACTS [Free of charge]  
If Authors submit ABSTRACT TEXTS, then, after 
getting referees evaluations for these abstracts, they 
will be published in ABSTRACT PROCEEDING 
BOOK of CMES-2024. For FULL TEXT PAPERS, 
Authors have to submit their FULL TEXT PAPERS 
online via submission system of CMES-2024. These 
FULL TEXT PAPERS will be published in FULL 
TEXT PROCEEDING BOOK of CMES-2024 after 
getting at least two positive reports. 
2. CONFERENCE PROCEEDINGS [Free of 

charge] 
At the beginning, if Authors submit FULL TEXT 
PAPERS, then, after getting at least two positive 
referee reports, FULL TEXT PAPERS will be 
published in FULL TEXT PROCEEDING BOOK of 
CMES-2024 with ISBN:77733 number. Therefore, 
Abstracts of these FULL TEXT PAPERS will NOT be 
published in ABSTRACT PROCEEDING BOOK of 
CMES-2024. 
 
3. FRACTAL AND FRACTIONAL JOURNAL [SCI-E],  
Selected papers from CMES-2024 will be published 
in a special issue dedicated to the Conference 
entitled “Feature Papers for Mathematical Physics 
Section”. 
https://www.mdpi.com/journal/fractalfract/special_iss
ues/1TAP5BBZ45  
This journal is indexed by SCI-E. 
 
4. PROCEEDINGS OF THE INSTITUTE OF 
MATHEMATICS AND MECHANICS [E-SCI] 
Selected papers from CMES-2024 will be published 
by https://proc.imm.az/special/ 
 
This journal is indexed by E-SCI. 
 
5.TURKISH JOURNAL OF SCIENCE, [FREE] 
Participants of CMES 2024 can submit their good 
quality papers to Turkish Journal of Science. After 
the peer review process, the papers will be published 
at TJOS. The authors must write “CMES 2024” as 
comments to the editor. 
(Editor in Chief: Dr. Ahmet Ocak AKDEMİR) For on-
line submission: https://dergipark.org.tr/tr/pub/tjos  
 
6.TURKISH JOURNAL OF INEQUALITIES, [FREE] 
“Participants of CMES 2024 can submit their good 
quality papers to Turkish Journal of Inequalities. 
Selected papers will be published at TJI after the 
peer review process. The participants can send their 
papers to erhanset@tjinequality.com. The authors 
must write “CMES 2024” as the subject. 
(Editor in Chief: Prof. Dr. Erhan SET) 
http://tjinequality.com/  
 

 
 
7. MATHEMATICS IN NATURAL SCIENCE (MNS) 
Authors can submit their full text paper directly to the 
journal by using the following link  
https://www.isr-publications.com/mns  
 
8. MATHEMATICS IN ENGINEERING, SCIENCE 
AND AEROSPACE (MESA), [FREE, SCOPUS] 
“Selected papers will be published after peer review 
in the Journal of Mathematics in Engineering, 
Science and Aerospace (MESA)” 
(Editor in Chief: Prof. Seenith Sivasundaram) 
http://nonlinearstudies.com/index.php/mesa  
 
9. APPLIED MATHEMATICS AND NONLINEAR 
SCIENCES, [SCOPUS] 
Participants of CMES 2024 can submit their high 
quality full text papers to Applied Mathematics and 
Nonlinear Sciences by selecting CMES-2024 under 
the Select Article Type Menu. 
https://www.editorialmanager.com/amns/default.aspx   
 
10. MATHEMATICAL MODELLING AND 
NUMERICAL SIMULATION WITH APPLICATIONS 
(MMNSA), [TR DİZİN] 
The Special Issue on “Advanced Methods of 
Modelling and Numerical Computation in Science 
and Engineering”. Authors can submit their full text 
paper directly to the journal by using the information 
provided in the following link   
https://mmnsa.org/index.php/mmnsa/special_issues/
SI-CMES2023    
 
11. SYMMETRY [SCI-E] ;                                                                   
SPECIAL ISSUE "ADVANCES IN MATRIX 
TRANSFORMATIONS, OPERATORS AND 
SYMMETRY" 
Authors can submit their full text paper directly to the 
journal by using the following link  
https://www.mdpi.com/journal/symmetry/special_issu
es/Advances_Matrix_Transformations_Operators_Sy
mmetry  
  
12. YUZUNCU YIL UNIVERSITY JOURNAL OF 
THE INSTITUTE OF NATURAL AND APPLIED 
SCIENCES (TR-Dizin) 
Authors can submit their full text paper directly to the 
journal by using the following link  
https://dergipark.org.tr/tr/pub/yyufbed 
 
13. PEDAGOGICAL PERSPECTIVE (PEDPER) 
Pedagogical Perspective (PedPer) is an 
international, double blind reviwing, non-profit, 
professional scientific journal. PedPer is a journal 
that accepts manuscripts related to pedagogy and 
education. http://pedagogicalperspective.com/  
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Generalised fractional operators with some applications  
 
 

Dumitru Baleanu 
Lebanese American University, Department of Computer Science and Mathematics, Beirut, 

Lebanon 
Institute of Space Sciences, Magurele-Bucharest, Romania 

dumitru.baleanu@lau.edu.lb  

 

Abstract: We know that fractional calculus deals with the study of so-called fractional order 
integral and derivative operators over real or complex domains, and their applications.  
However, a clear definition of a generalized fractional operator is needed. In this talk I will 
concentrate on solving this important issue and provide some real-world applications. 
 
Keywords: fractional calculus, generalised fractional operators 
 
References 
[1] Al-Refai, M, Baleanu, D (2022), On an extension of the operator with Mittag-Leffler kernel, 

Fractals,  30(5): 2240129. 
[2] Anwar A, Baleanu D (2023), On two backward problems with Dzherbashian-Nersesian 
operator, 8(1): 887-904, AIMS Mathematics. 
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ON SOME INVERSE PROBLEMS IN UNTRADITIONAL FORMULATION 
 

Yusif Gasimov 
Azerbaijan University, Baku, Azerbaijan 

yusif.gasimov@au.edu.az  
 
 
The talk is devoted to the solution of some type of inverse problems. Usually, when solving 

inverse problems one has to recover the equation or boundary conditions describing the process 
using given additional conditions. As such conditions usually some signals received from the 
object may be taken. These signals in mathematical formulation are called spectral data that must 
satisfy some conditions. The searched objects are some functions, coefficients in the equations or 
in the boundary conditions.  

The problems considered in the talk are different from the traditional ones. Here we 
consider the inverse problems for some operators and the searched object are not functions as usual 
but are domains. We try to identify the domain where the process is going on. To solve such 
problems one meets some serious mathematical problems. The first problem is the choice of 
additional conditions – spectral data that satisfies all necessary conditions and allows to find the 
domain. The second problem is to construct a constructive mathematical apparatus that allows to 
work with functionals of the domains. To do this the space of the domains should be developed 
with all necessary mechanisms. 

In the work the space of the convex bounded domains is constructed and a scalar product 
is defined there. Then the definition of the s-functions expressed by the spectral data of the 
Schrodinger operator is given. A scheme is proposed to solve the following inverse spectral 
problem with respect to domain: Define a domain on the boundary of which the s-functions of the 
Schrodinger operator are equal to the given functions. 
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Abstract: The subject of fractional calculus has become very well-known and popular in recent 
decades. This is because fractional-order models simulate the properties of real systems better 
than whole order models. Therefore, fractional calculus is used as a powerful and important 
tool for defining, investigating, analyzing, solving, and understanding many different chemical, 
engineering, mathematical, physical, statistical, and social problems in real life. In this lecture, 
the basic concepts of fractional calculus and various common definitions of fractional 
integration and differentiation are introduced. Various applications in science and engineering 
are mentioned. In particular, the design of fractional-order proportional integral derivative 
controllers is emphasized. Mathematical formulations of five design specifications 
corresponding to the 3D drawing are presented with program implementations. The system 
design specifications of phase margin, gain margin, phase flatness, low-frequency output noise 
suppression, and high-frequency noise suppression are considered for designing controllers 
using the presented 3D graphical method. Each specification is represented by some surfaces 
that define the boundaries of the permissible parameters of PID control coefficients. The 
requirements are mapped in the 3D Euclid space by 3D surfaces and/or lines so that the 
proportional, integral, derivative control coefficients can be optimally chosen to meet the given 
specifications in an optimum way and to allow trade-off or compromise. 
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The main object of this paper is to construct a new class of modified (p, q)-Gamma-type 
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section two, the Korovkin-type theorem and some direct results are proved by considering the 
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On solvability of cohomological equation in the space
L2(X, µ)

Teubé Cyrille MBAINAISSEM1 , Déthié DIONE 2

1University of N’Djaména, N’Djaména, Chad
2University of Gaston Berger of Saint-Louis, Senegal

Abstract

In this paper, we carry out more research on the spectrum characteristics of the
weighted composition operators denoted by (Au)(x) = a(x)u(α(x)) or (Tαu)(x) =
u(α(x)). We attempt to elucidate how the spectral features of related weighted com-
position operators relate to the dynamics of the mapping α. For a particular class of
mappings, the operators of the form Tα − λI in the space L2(X, µ) are studied.The
standard solvability requirements for cohomological equations in the space L2(X, µ)
are provided.

1 Introduction

Let F(X) be a space of functions on a set X and α: X → X is a given mapping. Operator
Tα defined in the space F(X) appearance:

(Tαu)(x) = u(α(x)) (1)

is called composition operator, operator A of the form:

(Au)(x) = a0(x)u(α(x)) (2)

where a(·) is a given function, is called weighted composition
operator.
Such operators, operator algebras generated by them and functional equations related to
such operators have been studied by many authors in various functional spaces as an in-
dependent object and in relation to various applications( theory of dynamical systems,
integro-functional, differential-functional, functional and difference equations, nonlocal
boundary value problems etc.) (see [2], [4], [8], [10], [11], [14]).
Ones of the most important in the theory of dynamical systems are so-called cohomological
equations, i.e. the equations:

u(x) − u(α(x)) = f(x), (3)

and more general equations:

λu(x) − u(α(x)) = f(x), (4)

1
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which corresponds to the composition operator Tα( see [10], [2], [9]). Such equations can
be not normally solvable (see [1], [9]). We recall that following a standard terminology,
an equation Au = v is called normally solvable if

ImA = (KerA�)⊥.

It is equivalent to condition the range ImA is closed. If ImA = F a solution exists for
any v and the equation is normally solvable.
It is clarify by G. Belitskii and Yu. Lyubich ([5], [6]) that cohomological equation (3) in
the space of continuous functions C(X) is normally solvable only for certain exceptional
cases of mappings α.
The purpose of this paper revolves spectral properties of the composition operators and
to give solvability conditions or normal solvability conditions for cohomological equations
in the space L2(X, µ) for some model classes of mappings. The main conclusion is that
the cohomological equation can by normally solvable in the space L2(X, µ).

2 Preliminary

Spectral properties of the weighted composition operators for some classes of mappings
was described in the papers ([3], [12], [13]). In order to give the results in an explicit form
we will consider a subclass of such mappings but it is easy to obtain a generalization.
Let X be a compact domain in Rn, the map α: X → X is a diffeomorphism. Below we
consider only the case when X inm-dimensional cube. The properties of the operator Tα

depend on behavior of trajectories and on the space of functions under consideration.
We recall that the trajectory of a point x ∈ X is the two-sided sequence.

xn = αn(x), n ∈ Z, αn(x) = α(αn−1(x)), α0(x) ≡ x.

In the spaces Lp(X) operator

Uαu(x) = |Jα(x)|
1
p u(α(x)),

where J(α) is the Jacobian of the diffeomorphism α, is isometric. The operator A can be
conveniently written in the form of A = aUα, where

a(x) = |Jα(x)|
−1
p a0(x)

is so-called reduced coefficient. We emphasize that the reduced coefficient depends on the
functional space under consideration.
A map α will be called a map of Morse-Smale type if the set Fix(α) of fixed points is finite
and the trajectory of every point tends to one of the fixed points as n → +∞ and tends
to a different fixed points as n → −∞.
For such map a fixed point x0 is said to be attracting if there exists a neighbourhood
of this point,such that the trajectories of all points from this neighbourhood tend to x0
as n → +∞. A fixed point x0 is said be reppeling if there exists a neighbourhood of
this point,such that the trajectories of all points from this neighbourhood tend to x0 as

2
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n → −∞. The rest fixed points are saddle : in any neighbourhood of such point there
exist a point x such that its trajectory tends to some other fixed points as n → ±∞.
The dynamic characteristic of the map α which was useful in obtaining solutions of the
problem in question turned out to be an oriented graph Gα, describing the dynamics of
the map.
The set of vertices of the graph Gα are sets Fix(α) = {F1, ..., Fp}.
An oriented edge Fk → Fj is included in the graph if and only if there exists a point x ∈ X
such that

lim
x→+∞

αn(x) = Fj , lim
x→−∞

αn(x) = Fk.

The dynamics of α is the most simple, if there exist only two fixed points and graph G(α)
has the form : F1 → F2.
The use of the introduced graph permitted one to obtain a simple formulation of the
important properties of weighted composition operators.
Using the coefficient a and number λ one forms two subsets of the set of vertices of the
graph

G+(a, λ) = {Fk ∈ Fix(α) : |a(Fk)| > |λ|}, (5)

G−(a, λ) = {Fk ∈ Fix(α) : |a(Fj)| < |λ|}

It is clear that

G+(a, λ)
⋂

G−(a, λ) = ∅

We say that subsets G+(a, λ) and G−(a, λ) give a decomposition of the graph, if the
condition

Gα = G+(a, λ)
⋃

G−(a, λ)

holds, ie., if

|a(F )| �= |λ| for all F ∈ Fix(α)

The graph decomposition will be called oriented to the right if any edge connecting the
point Fk ∈ G−(a, λ) to the point Fj ∈ G+(a, λ), is oriented from Fk → Fj .
The decompostion will be called oriented to the left if any edge connecting the point
Fk ∈ G−(a, λ) to the point Fj ∈ G+(a, λ), is oriented from Fj → Fk.
The basic result in this direction in the following (see [3], [13]).

Proposition 1. Let α be a Morse-Smale type diffeomorphism, a ∈ C(X), a(x) �= 0 for
all x and A be weighted composition operator. The operator A − λI is invertible from the
right (left) if and only if the subsets G+(a, λ) and G−(a, λ) form a decomposition of the
graph Gα which is oriented to the right (to the left).
In particular, operator A − λI is invertible only at the two cases:

a) |a(Fk)| < |λ| for all k;

b) |a(Fk)| > |λ| for all k.

By using this theorem we describe properties of corresponding cohomological equations.
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3 Spectral Properties of the composition operator on the Seg-
ment

Let be X = [0, 1] and α : X → X a C1-difféomorphism such that :
Fix(α) = {0, 1} . We remark that for such mappings the proposition was obtained earlier
by Y.I Karlovich and B.G Kravchenko in the spaces Lp([0, 1]) ( see [11]).

Theorem 1. Let be X = [0, 1] and α : X → X a C1-difféomorphism such that : α(0) = 0,
α(1) = 1 and x < α(x) for x ∈]0, 1[.

a) The spectrum of the operator (Tαu)(x) = u(α(x)) in Lp([0, 1]) is the annulus:

σ(Tα) =



λ ∈ C : 1

[α′(0)]
1
p

≤ |λ| ≤ 1
[α′(1)]

1
p



 . (6)

b) If α′(0) > α′(1) and
1

[α′(0)]
1
p

< |λ| <
1

[α′(1)]
1
p

then the operator Tα − λI is right-sided invertible and its kernel is infinite dimen-
sional.

c) If |λ| = 1
[α′(0)]

1
p

or |λ| = 1
[α′(1)]

1
p

then the range of the operator Tα − λI is nonclosed

and the operator is not invertible unilaterally.

Proof 1. Here α is the Morse- Smale type mapping with the most simple dynamics:
F1 = 0 is a repelling point, F2 = 1 is an attracting point, saddle points do not exist, the
oriented graph Gα has the form F1 → F2.
The reduced coefficient for Tα is given by

a(x) = 1
[α′(1)]

1
p

and a(x) �= 0 for any x. Therefore we can apply proposition 1 to corresponding operators
Tα. According to the proposition 1, the spectrum of operator Tα in Lp[0, 1] is the annulus:

σ(Tα) = {λ ∈ C : r ≤ |λ| ≤ R}.

where

R = max




1
[α′(0)]

1
p

,
1

[α′(1)]
1
p


 , r = min




1
[α′(0)]

1
p

,
1

[α′(1)]
1
p


 .

From condition x < α(x) if 0 < x < 1 follows that at the point x = 0, the function
β : β(x) = α(x) − x is increasing and β′(0) = α′(0) − 1 ≥ 0 and α′(0) ≥ 1. Similarly at
the point and x = 1, the function β : β(x) = α(x) − x is decreasing and α′(1) ≤ 1.
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Proof 1. Here α is the Morse- Smale type mapping with the most simple dynamics:
F1 = 0 is a repelling point, F2 = 1 is an attracting point, saddle points do not exist, the
oriented graph Gα has the form F1 → F2.
The reduced coefficient for Tα is given by

a(x) = 1
[α′(1)]

1
p

and a(x) �= 0 for any x. Therefore we can apply proposition 1 to corresponding operators
Tα. According to the proposition 1, the spectrum of operator Tα in Lp[0, 1] is the annulus:

σ(Tα) = {λ ∈ C : r ≤ |λ| ≤ R}.

where

R = max




1
[α′(0)]

1
p

,
1

[α′(1)]
1
p


 , r = min




1
[α′(0)]

1
p

,
1

[α′(1)]
1
p


 .

From condition x < α(x) if 0 < x < 1 follows that at the point x = 0, the function
β : β(x) = α(x) − x is increasing and β′(0) = α′(0) − 1 ≥ 0 and α′(0) ≥ 1. Similarly at
the point and x = 1, the function β : β(x) = α(x) − x is decreasing and α′(1) ≤ 1.

4

Therefore,

max





1
[α′(0)]

1
p

,
1

[α′(1)]
1
p



 = 1

[α′(1)]
1
p

min




1
[α′(0)]

1
p

,
1

[α′(1)]
1
p


 = 1

[α′(0)]
1
p

and the spectrum σ(Tα) is given by ([6]).
For the reduced coefficient a(·) we have

|a(0)| ≤ |a(1)|

therefore, for λ ∈ σ(Tα) the corresponding decomposition of Gα into subset G+(a, λ) and
G−(a, λ) can not be oriented to the left and operator Tα−λI can not be left-sided invertible.
If α′(0) �= α′(1) then there are numbers λ such that :

1
[α′(0)]

1
p

≤ |λ| ≤ 1
[α′(1)]

1
p

For such λ, the decomposition of Gα into subset G+(a, λ) and G−(a, λ) is oriented to
the right, operator Tα − λI is right-sided invertible and its kernel is infinite- dimensional.
Right-sided inverse operator can be given by expression

R(λ) =
−1∑
−∞

λkT −k−1P
+∞∑
k=0

λkT −k−1(I − P )

where P is a projection in Lp[0, 1] acting by

Pqu(x) =
{

u(x) x ≤ q
0 x > q.

�

Corollary 1. For this class of applications of segment , the cohomological equation (3)
is normaly solvable in Lp[0, 1] if and only if p < +∞ and α′(0) > 1 > α′(1). Under
these conditions, the equation (3) is solvable for all function f ∈ Lp[0, 1] and the space of
solutions of homogeneous equation has infinite dimension.

We remark that the same results can be obtained for any α such that there exist only
two fixed points and the graph G(α) has the form F1 → F2.

4 Influence of the saddle points on the Spectral Properties

Let X = {x ∈ Rm : 0 ≤ xk ≤ 1; 1 ≤ k ≤ m} be m-dimensional cube. At this section, we
give description of the spectral properties of the operator Tα for a classes of diffeomor-
phisms α : X → X.
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4.1 Diagonal mappings
Let γ be a diffeomorphism of a segment [0, 1] into itself acting as α in section 3: γ(0) =
0, γ(1) = 1 and γ(x) > x for x ∈ (0, 1). Assume that γ′(0) > 1 > γ′(1). We consider
diffeomorphism α : X → X definite by expression:

α(x1, ..., xm) = (γ(x1), γ(x2), ...., γ(xm)) (7)

Theorem 2. • a) The spectrum of the operator
(Tαu)(x) = u(α(x)) in L2([0, 1]) is the annulus:

σ(Tα) =
{

λ ∈ C : 1√
γ′m(0)

≤ |λ| ≤ 1√
γ′m(1)

}
.

• b) If the resonance condition holds:

|λ| = 1√
γ′m−k0(0)γ′k0(1)

for some k0 with 0 ≤ k0 ≤ m, then the range of the operator Tα − λI is nonclosed,
in particular, this operator can not be unilaterally invertible.

• c) If λ ∈ σ(Tα) and that |λ| �= 1√
γ′m−k(0)γ′k(1)

; k = 0, 1, ..., m

then the operator Tα − λI is right-sided invertible and its kernel is infinite dimen-
sional.

Proof 2. The fixed points of α are the tops of the cube X :

Fix(α) = {Ω = (ω1, ω2, ..., ωm) : ωk ∈ {0, 1}}.

For t ∈ [0, 1] we put

ω+(t) = lim
n→+∞

γn(t) =
{

1 0 < t ≤ 1
0 t = 0

ω−(t) = lim
n→−∞

γn(t) =
{

1 t = 1
0 0 ≤ t < 1

Let us consider the trajectory of a point x = (x1, x2, ..., xm) ∈ X.
We have that

lim
n→±∞

αn(x) = (ω±(x1), ω±(x2), ..., ω±(xm)) = ω±(x).

It follows from this that α is a Morse-Smale type mapping and oriented edge ω → ω̃ is
included to oriented graph G(α) if and only if ωk ≤ ω̃k for all k.

In particular, the point (0, 0, ..., 0) is repelling, the point (1, 1, ..., 1) is attracting and
the rest fixed points are saddle.

The reduced coefficient for the operator (Tαu)(x) = u(α(x)) is function of the form:

a(x) =
[
γ′(x1), γ′(x2)..., γ′(xm)

]− 1
2

6
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That is why
a(ω) = 1√

[γ′(0)]m−|ω|[γ′(1)]|ω|
,

where |ω| = ω1 + ω2 + ... + ωm. In particular,

max
ω

{|a(ω)|} = 1√
γ′m(1)

> 1,

min
ω

{|a(ω)|} = 1√
γ′m(0)

< 1,

and a(ω) monotonic as a function on the oriented graph G(α):
if ω → ω̃ then a(ω) < a(ω̃).

Now we can obtain the conclusion of the theorem 2 from proposition 1. Assertion than
the subsets G+(a, λ) and G−(a, λ) form a decomposition of the graph Gα which is oriented
to the right, follows from the monotonicity of a(ω).

�

Corollary 2. For map α of the form (7) the equation (3) is normally solvable in L2(X)
if and only if

|γ′(0)|m−k|γ′(1)|m−k �= 1

for all k = 0, 1, ..., m. If these conditions are satisfied then equation (3) is solvable for all
function f ∈ L2(X) and the solution space of equation u(α(x)) − u(x) = 0 has infinite
dimensional.

4.2 A Morse-Smale type diffeomorphism of cube
There exist a lot of diffeomorphisms of cube for with the dynamical
properties are similar to the properties of diffeomorphism (7):
Fix(α) = Ω and the oriented graph G(α) is the same. But for such diffeomorphism the
function

a(ω) = 1√
|Jα(ω)|

can be not monotonic on the oriented graph G(α) and conclusions of the theorem 2 do
not hold. Spectral properties of the composition operators for this more general situation
can be described as follows.

Theorem 3. a) The spectrum of operator (Tαu)(x) = u(α(x)) in Lp(X) is the annulus:

σ(Tα) = {λ ∈ C : r ≤ |λ| ≤ R}

Where
R = max {|a(ω)| : ω ∈ Ω} . r = min {|a(ω)| : ω ∈ Ω} .

b) If |λ| = |a(ω)| for some ω ∈ Ω then the range of the operator
Tα − λI is a nonclosed, in particular, this operator can not be unilaterally invertible.

7
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c) Let λ ∈ σ(Tα) and |λ| �= |a(ω)| for any ω ∈ Ω.

The operator Tα−λI is right-side invertible if and only if it does not exist an oriented
edge ω → ω̃ such that |a(ω)| > |λ| > |a(ω̃)|.
In the opposite case the range of the operator Tα − λI is nonclosed.

Corollary 3. Under condition of the theorem the cohomological equation (3) is normally
resolvable in L2(X) if and only if

i) |a(ω)| �= 1 for all ω ∈ Ω

ii) it does not exist an oriented edge ω → ω̃
such that |a(ω)| > 1 > |a(ω̃)|.

If these conditions are satisfied then equation (3) is solvable for all function f ∈ L2(X)

Example. Let X = {x ∈ R2 : 0 ≤ x1 ≤ 1; 0 ≤ x2 ≤ 1} be 2-dimensional cube and
diffeomorphism α : X → X defined by expression

α(x1, x2) = (x1 + 3
100(2 − x2)x1(1 − x1), x2 + 1

100x2(1 − x2)).

Let us consider the corresponding functional equations

u(α(x)) − λu(x) = f(x) (8)
in the space L2(X).

There are four fixed points here, the values of the reduced coefficient at the fixed points
are

a(0, 0) = 100√
10706

, a(0, 1) = 100√
10197

, a(1, 0) = 100√
9494

, a(1, 1) = 100√
9603

We can see that a(ω) is not monotonic the oriented edge
(1, 0) → (1, 1) below to graph G(α) but (1, 0) > (1, 1).

It follows from the theorem 3 that

σ(Tα) = {λ ∈ C : 100√
10706

≤, |λ| ≤ 100√
9494

};

if

100√
10706

< |λ| <
100√
10197

and if 100√
10197

< |λ| <
100√
9603

a solution of (8) exists for any f ∈ L2(X);

if 100√
9603

≤ |λ| ≤ 100√
9494

and if |λ| <
100√
10197

the equation (8) is not normally solvable.

Acknowledgement

The authors thank Professeur A.B. Antonevich of Belorussian University and University
of Bialystok in Poland, for his valuable comments and several helpful remarks.
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ABSTRACT 

Since the concept of equality of sets used in classical set theory cannot be applied in general 
terms for rough sets, the concept of "rough equality" has been defined. Later, this concept was 
expanded and the concept of “rough equivalence”, which reached a higher level than rough 
equality, emerged. In this paper, the concepts of rough equality and rough equivalence are 
transferred to the local rough set theory, which gives clearer results than rough sets, and their 
properties are stated for the first time. Also, the given example shows that by dividing big data 
into groups in the local rough set, the elements are presented more concretely with local lower 
and local upper approaches, and the concepts of local rough equality and local rough 
equivalence will have better-defined boundaries.  

Keywords: Equality of Rough Sets, Equivalence of Rough Sets, Equivalence of Local Rough 
Sets, Equivalence of Local Rough Sets. 

 

 

 

 

 

 

 

 



12 8th International Conference on Computational Mathematics and Engineering Sciences
17 – 19 May 2024, Şanlıurfa – Türkiye

1. INTRODUCTION 

The rough set theory put forward by Pawlak has been a tool for solving various problems such 
as identifying sets that cannot be determined with the help of approaches and reasoning based 
on incomplete information [1]. Pawlak's work is extremely important because many of the 
traditional tools for reasoning and computation in situations of uncertainty are not applicable in 
real life. 

In classical set theory, the equality of two sets consists of elements with clearly defined 
boundaries. The concept of rough equality given by Pawlak and Novotny [2-4] is based on 
combining uncertain information. Since it is known that concrete information about the equality 
of the two sets cannot be obtained in some cases, it is possible to say that the two sets are 
approximately equal or indistinguishable with limited information. 

Later, it was seen that the concept of approximate equality of the sets was also insufficient, and 
rough equivalence concepts were introduced by Tripathy, Mitra, and Ojha [5,6], which capture 
the approximate equality of the two sets at a higher and general level. 

In this study, firstly, the properties of the concepts of rough equality and rough equivalence are 
presented. In addition, a local rough set definition is given [7,8]. Later, the concepts of local 
rough equality and local rough equivalence were introduced with their properties for the first 
time. According to the results obtained, it has been seen that the concept of local rough 
equivalence can make more clear comparisons with better-defined boundaries. 

 

2. ROUGH EQUALITY OF SETS 

Definition 2.1: Let (𝑈𝑈, 𝑅𝑅) be the approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈. Let be the lower 
approximation 𝑅𝑅(𝑋𝑋) of 𝑋𝑋 set and the upper approximation 𝑅𝑅(𝑋𝑋) of 𝑋𝑋 set in the (𝑈𝑈, 𝑅𝑅) 
approximation space [9]. 

i) If 𝑅𝑅(𝑋𝑋) = 𝑅𝑅(𝑌𝑌), the sets 𝑋𝑋, and 𝑌𝑌 are roughly bottom equal in (𝑈𝑈, 𝑅𝑅) and are 
denoted by 𝑋𝑋 ≂ 𝑌𝑌. 
 

 
Fig. 1: For roughly bottom equal sets. 
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      Fig. 3: For roughly equal sets. 

 

The following properties are true for (𝑈𝑈, 𝑅𝑅) approximation space, and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [9]. 

1) 𝑋𝑋 ≂ 𝑌𝑌 ⟺ 𝑋𝑋 ∩ 𝑌𝑌 ≂ 𝑋𝑋 or 𝑋𝑋 ∩ 𝑌𝑌 ≂ 𝑌𝑌. 
2) 𝑋𝑋 ≃ 𝑌𝑌 ⟺ 𝑋𝑋 ∪ 𝑌𝑌 ≃ 𝑋𝑋 or 𝑋𝑋 ∪ 𝑌𝑌 ≃ 𝑌𝑌. 
3) If 𝑋𝑋 ≃ 𝑋𝑋′ and 𝑌𝑌 ≃ 𝑌𝑌′, then 𝑋𝑋 ∪ 𝑌𝑌 ≃ 𝑋𝑋′ ∪ 𝑌𝑌′. 
4) If 𝑋𝑋 ≂ 𝑋𝑋′ and 𝑌𝑌 ≂ 𝑌𝑌′,then 𝑋𝑋 ∩ 𝑌𝑌 ≂ 𝑋𝑋′ ∩ 𝑌𝑌′. 
5) 𝑋𝑋 ≂ 𝑌𝑌 ⟹ 𝑋𝑋 − 𝑌𝑌 ≂ ∅. 
6) 𝑋𝑋 = 𝑌𝑌 ⟹ 𝑋𝑋 − 𝑌𝑌 ≂ ∅. 
7) 𝑋𝑋 ≂ 𝑌𝑌 ⟹ −(−𝑋𝑋) ≂ 𝑌𝑌. 
8) 𝑋𝑋 ≃ 𝑌𝑌 ⟹ −(−𝑋𝑋) ≃ 𝑌𝑌. 
9) 𝑋𝑋 ≈ 𝑌𝑌 ⟹ −(−𝑋𝑋) ≈ 𝑌𝑌. 
10) 𝑋𝑋 ≃ 𝑌𝑌 ⟹ 𝑋𝑋 ∪ (−𝑌𝑌) ≃ 𝑈𝑈 
11) 𝑋𝑋 ≃ 𝑌𝑌 ⟹ 𝑋𝑋 ∩ (−𝑌𝑌) ≂  ∅. 

 
 

 



14 8th International Conference on Computational Mathematics and Engineering Sciences
17 – 19 May 2024, Şanlıurfa – Türkiye

Definition 2.2: Let (𝑈𝑈, 𝑅𝑅) be the approximation space and 𝑋𝑋 ⊂ 𝑈𝑈 [9].  

i) If 𝑋𝑋 ≃ 𝑈𝑈, the set 𝑋𝑋 is called dense in the (𝑈𝑈, 𝑅𝑅) approximation space. 
ii) If 𝑋𝑋 ≂ ∅, the set 𝑋𝑋 is called co-dense in the (𝑈𝑈, 𝑅𝑅) approximation space. 
iii) If 𝑋𝑋 ≃ 𝑈𝑈 and 𝑋𝑋 ≂ ∅, the set 𝑋𝑋 is called dispersed in the (𝑈𝑈, 𝑅𝑅) approximation 

space. 
 

The following properties are true for (𝑈𝑈, 𝑅𝑅) approximation space, and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [9]. 

1) If 𝑋𝑋 ⊂ 𝑌𝑌 and 𝑌𝑌 ≂ ∅, then 𝑋𝑋 ≂ ∅ . 
2) If 𝑋𝑋 ⊂ 𝑌𝑌 and 𝑋𝑋 ≃ 𝑈𝑈, then 𝑌𝑌 ≃ 𝑈𝑈. 
3) İf 𝑋𝑋 ≃ 𝑈𝑈, then (−𝑋𝑋) ≂  ∅. 
4) If 𝑋𝑋 ≂ ∅, then (−𝑋𝑋)  ≃ 𝑈𝑈. 
5) If 𝑋𝑋 ≂ −𝑋𝑋 and 𝑋𝑋 ≃ −𝑋𝑋, then 𝑋𝑋 ≈ −𝑋𝑋. 
6) If 𝑋𝑋 ≃ 𝑈𝑈 and 𝑌𝑌 ≃ 𝑈𝑈, then 𝑋𝑋 ≃ 𝑌𝑌. 
7) If 𝑋𝑋 ≂ ∅ and 𝑌𝑌 ≂ ∅, then 𝑋𝑋 ≂ 𝑌𝑌. 
8) If 𝑋𝑋, 𝑌𝑌 are both dispersed, then 𝑋𝑋 ≈ 𝑌𝑌 dir. 
9) If 𝑋𝑋 ≂ ∅, then 𝑅𝑅(𝑋𝑋) = ∅. 
10) If 𝑋𝑋 ≃ ∅, then 𝑋𝑋 = ∅. 
11) If 𝑋𝑋 ≂ 𝑈𝑈, then 𝑋𝑋 = 𝑈𝑈. 
12) If 𝑋𝑋 ≃ 𝑈𝑈, then 𝑅𝑅(𝑋𝑋) = 𝑈𝑈. 
13) 𝑅𝑅(𝑋𝑋) is the union of all sets 𝑌𝑌 such that  𝑋𝑋 ≃ 𝑌𝑌.  
14) 𝑅𝑅(𝑋𝑋)  is the intersection of all sets 𝑌𝑌 such that 𝑋𝑋 ≂ 𝑌𝑌. 

 

3. ROUGH EQUIVALENCES OF SETS 

Definition 3.1: Let (𝑈𝑈, 𝑅𝑅) be the approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [10].  

i) The set 𝑋𝑋 is called bottom roughly equivalent to the set 𝑌𝑌 if both 𝑅𝑅(𝑋𝑋) and 𝑅𝑅(𝑌𝑌) are 
equal to ∅ or both are different from ∅. 

ii) The set 𝑋𝑋 is called top roughly equivalent to the set 𝑌𝑌 if both 𝑅𝑅(𝑋𝑋) and 𝑅𝑅(𝑌𝑌) are 
equal to 𝑈𝑈 or both are different from 𝑈𝑈. 

iii) If the set X is both the bottom roughly equivalent and the top roughly equivalent to 
the set Y, the set X is called roughly equivalent to set Y. 

Although the rough equivalence of two sets has similar properties to the rough equality, these 
properties are satisfied under certain conditions. Therefore, it is necessary to specify concepts 
such as rough inclusions and rough comparisons. 

Definition 3.2: Let (𝑈𝑈, 𝑅𝑅) be the approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [10]. 

i) If 𝑅𝑅(𝑋𝑋) ⊂ 𝑅𝑅(𝑌𝑌), then the set 𝑋𝑋 is the bottom roughly included in the set 𝑌𝑌 and is 
denoted by 𝑋𝑋 ⫇ 𝑌𝑌. 

ii) If 𝑅𝑅(𝑋𝑋) ⊂ 𝑅𝑅(𝑌𝑌), then the set 𝑋𝑋 is top roughly included in the set 𝑌𝑌 and is denoted 
by 𝑋𝑋 ⊂̃ 𝑌𝑌. 
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Definition 2.2: Let (𝑈𝑈, 𝑅𝑅) be the approximation space and 𝑋𝑋 ⊂ 𝑈𝑈 [9].  

i) If 𝑋𝑋 ≃ 𝑈𝑈, the set 𝑋𝑋 is called dense in the (𝑈𝑈, 𝑅𝑅) approximation space. 
ii) If 𝑋𝑋 ≂ ∅, the set 𝑋𝑋 is called co-dense in the (𝑈𝑈, 𝑅𝑅) approximation space. 
iii) If 𝑋𝑋 ≃ 𝑈𝑈 and 𝑋𝑋 ≂ ∅, the set 𝑋𝑋 is called dispersed in the (𝑈𝑈, 𝑅𝑅) approximation 

space. 
 

The following properties are true for (𝑈𝑈, 𝑅𝑅) approximation space, and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [9]. 

1) If 𝑋𝑋 ⊂ 𝑌𝑌 and 𝑌𝑌 ≂ ∅, then 𝑋𝑋 ≂ ∅ . 
2) If 𝑋𝑋 ⊂ 𝑌𝑌 and 𝑋𝑋 ≃ 𝑈𝑈, then 𝑌𝑌 ≃ 𝑈𝑈. 
3) İf 𝑋𝑋 ≃ 𝑈𝑈, then (−𝑋𝑋) ≂  ∅. 
4) If 𝑋𝑋 ≂ ∅, then (−𝑋𝑋)  ≃ 𝑈𝑈. 
5) If 𝑋𝑋 ≂ −𝑋𝑋 and 𝑋𝑋 ≃ −𝑋𝑋, then 𝑋𝑋 ≈ −𝑋𝑋. 
6) If 𝑋𝑋 ≃ 𝑈𝑈 and 𝑌𝑌 ≃ 𝑈𝑈, then 𝑋𝑋 ≃ 𝑌𝑌. 
7) If 𝑋𝑋 ≂ ∅ and 𝑌𝑌 ≂ ∅, then 𝑋𝑋 ≂ 𝑌𝑌. 
8) If 𝑋𝑋, 𝑌𝑌 are both dispersed, then 𝑋𝑋 ≈ 𝑌𝑌 dir. 
9) If 𝑋𝑋 ≂ ∅, then 𝑅𝑅(𝑋𝑋) = ∅. 
10) If 𝑋𝑋 ≃ ∅, then 𝑋𝑋 = ∅. 
11) If 𝑋𝑋 ≂ 𝑈𝑈, then 𝑋𝑋 = 𝑈𝑈. 
12) If 𝑋𝑋 ≃ 𝑈𝑈, then 𝑅𝑅(𝑋𝑋) = 𝑈𝑈. 
13) 𝑅𝑅(𝑋𝑋) is the union of all sets 𝑌𝑌 such that  𝑋𝑋 ≃ 𝑌𝑌.  
14) 𝑅𝑅(𝑋𝑋)  is the intersection of all sets 𝑌𝑌 such that 𝑋𝑋 ≂ 𝑌𝑌. 

 

3. ROUGH EQUIVALENCES OF SETS 

Definition 3.1: Let (𝑈𝑈, 𝑅𝑅) be the approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [10].  

i) The set 𝑋𝑋 is called bottom roughly equivalent to the set 𝑌𝑌 if both 𝑅𝑅(𝑋𝑋) and 𝑅𝑅(𝑌𝑌) are 
equal to ∅ or both are different from ∅. 

ii) The set 𝑋𝑋 is called top roughly equivalent to the set 𝑌𝑌 if both 𝑅𝑅(𝑋𝑋) and 𝑅𝑅(𝑌𝑌) are 
equal to 𝑈𝑈 or both are different from 𝑈𝑈. 

iii) If the set X is both the bottom roughly equivalent and the top roughly equivalent to 
the set Y, the set X is called roughly equivalent to set Y. 

Although the rough equivalence of two sets has similar properties to the rough equality, these 
properties are satisfied under certain conditions. Therefore, it is necessary to specify concepts 
such as rough inclusions and rough comparisons. 

Definition 3.2: Let (𝑈𝑈, 𝑅𝑅) be the approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [10]. 

i) If 𝑅𝑅(𝑋𝑋) ⊂ 𝑅𝑅(𝑌𝑌), then the set 𝑋𝑋 is the bottom roughly included in the set 𝑌𝑌 and is 
denoted by 𝑋𝑋 ⫇ 𝑌𝑌. 

ii) If 𝑅𝑅(𝑋𝑋) ⊂ 𝑅𝑅(𝑌𝑌), then the set 𝑋𝑋 is top roughly included in the set 𝑌𝑌 and is denoted 
by 𝑋𝑋 ⊂̃ 𝑌𝑌. 

iii) If both 𝑅𝑅(𝑋𝑋) ⊂ 𝑅𝑅(𝑌𝑌) and 𝑅𝑅(𝑋𝑋) ⊂ 𝑅𝑅(𝑌𝑌), then the set 𝑋𝑋 is roughly included in the 
set 𝑌𝑌 and is denoted by 𝑋𝑋 ⫇̃ 𝑌𝑌. 

Definition 3.3: Let (𝑈𝑈, 𝑅𝑅) be the approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [10]. 

i) If 𝑋𝑋 ⫇ 𝑌𝑌 or 𝑌𝑌 ⫇ 𝑋𝑋, then the sets 𝑋𝑋 and 𝑌𝑌 are bottom rough comparable. 
ii) If 𝑋𝑋 ⊂̃ 𝑌𝑌 or 𝑌𝑌 ⊂̃ 𝑋𝑋, then the sets 𝑋𝑋 and 𝑌𝑌 are top rough comparable. 
iii) If 𝑋𝑋 ⫇̃ 𝑌𝑌 or ⫇̃ 𝑋𝑋, the sets 𝑋𝑋 𝑌𝑌  comparable. 

Definition 3.4: Let (𝑈𝑈, 𝑅𝑅) be the approximation space. The all rough subset family of the set 

𝑋𝑋 ⊂ 𝑈𝑈 is called the rough power set and is denoted by 𝑃𝑃(𝑋𝑋) (𝑃𝑃𝑅𝑅(𝑋𝑋), 𝑃𝑃𝑅𝑅(𝑋𝑋)) [9].  Thus,  

𝑃𝑃𝑅𝑅(𝑋𝑋) = {𝑌𝑌: 𝑌𝑌 ⫇ 𝑋𝑋 } 

𝑃𝑃𝑅𝑅(𝑋𝑋) = { 𝑌𝑌: 𝑌𝑌 ⊂̃ 𝑋𝑋 } 

𝑃𝑃(𝑋𝑋) = { 𝑌𝑌: 𝑌𝑌 ⫇̃ 𝑋𝑋 } 

The following properties are true for (𝑈𝑈, 𝑅𝑅) approximation space, and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [9]. 

1) If 𝑋𝑋 ≂ 𝑌𝑌, then 𝑃𝑃𝑅𝑅(𝑋𝑋) = 𝑃𝑃𝑅𝑅(𝑌𝑌). 
2) If 𝑋𝑋 ≃ 𝑌𝑌, then 𝑃𝑃𝑅𝑅(𝑋𝑋) = 𝑃𝑃𝑅𝑅(𝑌𝑌). 
3) If 𝑋𝑋 ≈ 𝑌𝑌, then 𝑃𝑃(𝑋𝑋) = 𝑃𝑃(𝑌𝑌). 
4) If 𝑋𝑋 ⫇ 𝑌𝑌, then 𝑃𝑃𝑅𝑅(𝑋𝑋) ⊂ 𝑃𝑃𝑅𝑅(𝑌𝑌). 
5) If 𝑋𝑋 ⊂̃ 𝑌𝑌, then 𝑃𝑃𝑅𝑅(𝑋𝑋) ⊂ 𝑃𝑃𝑅𝑅(𝑌𝑌). 
6) If 𝑋𝑋 ⫇̃ 𝑌𝑌, then 𝑃𝑃(𝑋𝑋) ⊂ 𝑃𝑃(𝑌𝑌). 

The following properties are true for (𝑈𝑈, 𝑅𝑅) approximation space, and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈 [9]. 

1) If 𝑋𝑋 ⊂ 𝑌𝑌, then 𝑋𝑋 ⫇ 𝑌𝑌, 𝑋𝑋 ⊂̃ 𝑌𝑌 and 𝑋𝑋 ⫇̃ 𝑌𝑌. 

2) If 𝑋𝑋 ⫇ 𝑌𝑌 and 𝑌𝑌 ⫇ 𝑋𝑋, then 𝑋𝑋 ≂ 𝑌𝑌. 

3) If 𝑋𝑋 ⊂̃ 𝑌𝑌 and 𝑌𝑌 ⊂̃ 𝑋𝑋, then 𝑋𝑋 ≃ 𝑌𝑌. 

4) 𝑋𝑋 ⫇̃ 𝑌𝑌 and 𝑌𝑌 ⫇̃ 𝑋𝑋, then 𝑋𝑋 ≈ 𝑌𝑌. 

5) If 𝑋𝑋 ⊂̃ 𝑌𝑌, then 𝑋𝑋 ∪ 𝑌𝑌 ≃ 𝑌𝑌. 

6) If 𝑋𝑋 ⫇ 𝑌𝑌, then 𝑋𝑋 ∩ 𝑌𝑌 ≂ 𝑋𝑋. 

7) If 𝑋𝑋 ⊂ 𝑌𝑌, 𝑋𝑋 ≂ 𝑋𝑋′ and  𝑌𝑌 ≂ 𝑌𝑌′, then 𝑋𝑋′ ⫇ 𝑌𝑌′. 

8) If 𝑋𝑋 ⊂ 𝑌𝑌, 𝑋𝑋 ≃ 𝑋𝑋′ and  𝑌𝑌 ≃ 𝑌𝑌′, then 𝑋𝑋′ ⊂̃ 𝑌𝑌′. 

9) If 𝑋𝑋 ⊂ 𝑌𝑌, 𝑋𝑋 ≈ 𝑋𝑋′ and  𝑌𝑌 ≈ 𝑌𝑌′, then 𝑋𝑋′ ⫇̃ 𝑌𝑌′. 

10) If 𝑋𝑋′ ⊂̃ 𝑋𝑋 and 𝑌𝑌′ ⊂̃ 𝑌𝑌, then 𝑋𝑋′ ∪ 𝑌𝑌′ ⊂̃ 𝑋𝑋 ∪ 𝑌𝑌. 

11) If 𝑋𝑋′ ⫇ 𝑋𝑋 and 𝑌𝑌′ ⫇ 𝑌𝑌, then 𝑋𝑋′ ∩ 𝑌𝑌′ ⫇ 𝑋𝑋 ∩ 𝑌𝑌. 
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4. LOCAL ROUGH EQUALITY OF SETS 

It has been observed that the equality properties in the rough sets are satisfied under certain 
conditions for the local rough sets. 

Definition 4.1: Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼, 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 equivalence 

relation} family be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖. For the pair (𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) ∈ 𝜐𝜐, let 

the local lower approximation of the set 𝑋𝑋 is 𝑅𝑅𝑙𝑙(𝑋𝑋) and the local upper approximation is 𝑅𝑅𝑙𝑙(𝑋𝑋). 

i) If 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌), the sets 𝑋𝑋, and 𝑌𝑌 will be named local roughly bottom equal and 
will be denoted by 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌. 

ii) If 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌), the sets 𝑋𝑋 and 𝑌𝑌 will be named local roughly top equal and will 
be denoted by 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌. 

iii) If 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌) and 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌), the sets 𝑋𝑋 and 𝑌𝑌 will be named local roughly 
equal and will be denoted by 𝑋𝑋 ≈𝑙𝑙 𝑌𝑌. 

Theorem 4.1: The following properties are true for 𝜐𝜐 local approximation space and  

𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖.  

i) 𝑋𝑋 = 𝑌𝑌 ⟹ 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌. 
ii) 𝑋𝑋 = 𝑌𝑌 ⟹ 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌. 
iii) 𝑋𝑋 = 𝑌𝑌 ⟹ 𝑋𝑋 ≈𝑙𝑙 𝑌𝑌. 

Proof. i) Let 𝑋𝑋 = 𝑌𝑌. If  ∀𝑥𝑥 ∈ 𝑅𝑅𝑙𝑙(𝑋𝑋), then [𝑥𝑥]𝑙𝑙 ⊆ 𝑋𝑋. Since 𝑥𝑥 ∈ [𝑥𝑥]𝑙𝑙, 𝑥𝑥 ∈ 𝑋𝑋 is obtained. When 
𝑋𝑋 = 𝑌𝑌, it becomes 𝑥𝑥 ∈ 𝑌𝑌. For [𝑥𝑥]𝑙𝑙 ⊆ 𝑌𝑌,  𝑥𝑥 ∈ 𝑅𝑅𝑙𝑙(𝑌𝑌) is obtained. Thus, 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊆ 𝑅𝑅𝑙𝑙(𝑌𝑌). 

If ∀𝑦𝑦 ∈ 𝑅𝑅𝑙𝑙(𝑌𝑌), then [𝑦𝑦]𝑙𝑙 ⊆ 𝑌𝑌. Since 𝑦𝑦 ∈ [𝑦𝑦]𝑙𝑙,  𝑦𝑦 ∈ 𝑌𝑌 is obtained. When 𝑋𝑋 = 𝑌𝑌,  𝑦𝑦 ∈ 𝑋𝑋, it 
becomes. For [𝑦𝑦]𝑙𝑙 ⊆ 𝑋𝑋, 𝑦𝑦 ∈ 𝑅𝑅𝑙𝑙(𝑋𝑋) is obtained. Thus, 𝑅𝑅𝑙𝑙(𝑌𝑌) ⊆ 𝑅𝑅𝑙𝑙(𝑋𝑋).  

So if 𝑋𝑋 = 𝑌𝑌,  then 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌) is found. 

Theorems ii) and iii) can also be easily proven. 

Theorem 4.2: The following properties are true for 𝜐𝜐 to be the local approximation space and 
𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖.  

i) Let 𝑋𝑋 ≂ 𝑌𝑌. If  𝑅𝑅𝑙𝑙(𝑋𝑋) − 𝑅𝑅(𝑋𝑋) = ∅ and 𝑅𝑅𝑙𝑙(𝑌𝑌) − 𝑅𝑅(𝑌𝑌) = ∅ , then 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌. 
ii) Let 𝑋𝑋 ≃ 𝑌𝑌. If  𝑅𝑅(𝑋𝑋) − 𝑅𝑅𝑙𝑙(𝑋𝑋) = ∅ and 𝑅𝑅(𝑌𝑌) − 𝑅𝑅𝑙𝑙(𝑌𝑌) = ∅ , then 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌. 
iii) Let 𝑋𝑋 ≈ 𝑌𝑌. If  𝑅𝑅𝑙𝑙(𝑋𝑋) − 𝑅𝑅(𝑋𝑋) = ∅,  𝑅𝑅𝑙𝑙(𝑌𝑌) − 𝑅𝑅(𝑌𝑌) = ∅ , 𝑅𝑅(𝑋𝑋) − 𝑅𝑅𝑙𝑙(𝑋𝑋) = ∅, and 

𝑅𝑅(𝑌𝑌) − 𝑅𝑅𝑙𝑙(𝑌𝑌) = ∅, then 𝑋𝑋 ≈𝑙𝑙 𝑌𝑌. 

Proof. i) Let ∀𝑥𝑥 ∈ 𝑅𝑅(𝑋𝑋). Since 𝑅𝑅𝑙𝑙(𝑋𝑋) − 𝑅𝑅(𝑋𝑋) = ∅, 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅(𝑋𝑋) is obtained. Thus, ∀𝑥𝑥 ∈
𝑅𝑅𝑙𝑙(𝑋𝑋) is found. Since ∀𝑥𝑥 ∈ 𝑅𝑅(𝑌𝑌) and 𝑅𝑅𝑙𝑙(𝑌𝑌) − 𝑅𝑅(𝑌𝑌) = ∅  for 𝑅𝑅(𝑋𝑋) = 𝑅𝑅(𝑌𝑌), ∀𝑥𝑥 ∈ 𝑅𝑅𝑙𝑙(𝑌𝑌). 
Thus, 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌). So 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌 is written. 

Theorems ii) and iii) can also be easily proven. 
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4. LOCAL ROUGH EQUALITY OF SETS 

It has been observed that the equality properties in the rough sets are satisfied under certain 
conditions for the local rough sets. 

Definition 4.1: Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼, 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 equivalence 

relation} family be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖. For the pair (𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) ∈ 𝜐𝜐, let 

the local lower approximation of the set 𝑋𝑋 is 𝑅𝑅𝑙𝑙(𝑋𝑋) and the local upper approximation is 𝑅𝑅𝑙𝑙(𝑋𝑋). 

i) If 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌), the sets 𝑋𝑋, and 𝑌𝑌 will be named local roughly bottom equal and 
will be denoted by 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌. 

ii) If 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌), the sets 𝑋𝑋 and 𝑌𝑌 will be named local roughly top equal and will 
be denoted by 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌. 

iii) If 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌) and 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌), the sets 𝑋𝑋 and 𝑌𝑌 will be named local roughly 
equal and will be denoted by 𝑋𝑋 ≈𝑙𝑙 𝑌𝑌. 

Theorem 4.1: The following properties are true for 𝜐𝜐 local approximation space and  

𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖.  

i) 𝑋𝑋 = 𝑌𝑌 ⟹ 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌. 
ii) 𝑋𝑋 = 𝑌𝑌 ⟹ 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌. 
iii) 𝑋𝑋 = 𝑌𝑌 ⟹ 𝑋𝑋 ≈𝑙𝑙 𝑌𝑌. 

Proof. i) Let 𝑋𝑋 = 𝑌𝑌. If  ∀𝑥𝑥 ∈ 𝑅𝑅𝑙𝑙(𝑋𝑋), then [𝑥𝑥]𝑙𝑙 ⊆ 𝑋𝑋. Since 𝑥𝑥 ∈ [𝑥𝑥]𝑙𝑙, 𝑥𝑥 ∈ 𝑋𝑋 is obtained. When 
𝑋𝑋 = 𝑌𝑌, it becomes 𝑥𝑥 ∈ 𝑌𝑌. For [𝑥𝑥]𝑙𝑙 ⊆ 𝑌𝑌,  𝑥𝑥 ∈ 𝑅𝑅𝑙𝑙(𝑌𝑌) is obtained. Thus, 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊆ 𝑅𝑅𝑙𝑙(𝑌𝑌). 

If ∀𝑦𝑦 ∈ 𝑅𝑅𝑙𝑙(𝑌𝑌), then [𝑦𝑦]𝑙𝑙 ⊆ 𝑌𝑌. Since 𝑦𝑦 ∈ [𝑦𝑦]𝑙𝑙,  𝑦𝑦 ∈ 𝑌𝑌 is obtained. When 𝑋𝑋 = 𝑌𝑌,  𝑦𝑦 ∈ 𝑋𝑋, it 
becomes. For [𝑦𝑦]𝑙𝑙 ⊆ 𝑋𝑋, 𝑦𝑦 ∈ 𝑅𝑅𝑙𝑙(𝑋𝑋) is obtained. Thus, 𝑅𝑅𝑙𝑙(𝑌𝑌) ⊆ 𝑅𝑅𝑙𝑙(𝑋𝑋).  

So if 𝑋𝑋 = 𝑌𝑌,  then 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌) is found. 

Theorems ii) and iii) can also be easily proven. 

Theorem 4.2: The following properties are true for 𝜐𝜐 to be the local approximation space and 
𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖.  

i) Let 𝑋𝑋 ≂ 𝑌𝑌. If  𝑅𝑅𝑙𝑙(𝑋𝑋) − 𝑅𝑅(𝑋𝑋) = ∅ and 𝑅𝑅𝑙𝑙(𝑌𝑌) − 𝑅𝑅(𝑌𝑌) = ∅ , then 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌. 
ii) Let 𝑋𝑋 ≃ 𝑌𝑌. If  𝑅𝑅(𝑋𝑋) − 𝑅𝑅𝑙𝑙(𝑋𝑋) = ∅ and 𝑅𝑅(𝑌𝑌) − 𝑅𝑅𝑙𝑙(𝑌𝑌) = ∅ , then 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌. 
iii) Let 𝑋𝑋 ≈ 𝑌𝑌. If  𝑅𝑅𝑙𝑙(𝑋𝑋) − 𝑅𝑅(𝑋𝑋) = ∅,  𝑅𝑅𝑙𝑙(𝑌𝑌) − 𝑅𝑅(𝑌𝑌) = ∅ , 𝑅𝑅(𝑋𝑋) − 𝑅𝑅𝑙𝑙(𝑋𝑋) = ∅, and 

𝑅𝑅(𝑌𝑌) − 𝑅𝑅𝑙𝑙(𝑌𝑌) = ∅, then 𝑋𝑋 ≈𝑙𝑙 𝑌𝑌. 

Proof. i) Let ∀𝑥𝑥 ∈ 𝑅𝑅(𝑋𝑋). Since 𝑅𝑅𝑙𝑙(𝑋𝑋) − 𝑅𝑅(𝑋𝑋) = ∅, 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅(𝑋𝑋) is obtained. Thus, ∀𝑥𝑥 ∈
𝑅𝑅𝑙𝑙(𝑋𝑋) is found. Since ∀𝑥𝑥 ∈ 𝑅𝑅(𝑌𝑌) and 𝑅𝑅𝑙𝑙(𝑌𝑌) − 𝑅𝑅(𝑌𝑌) = ∅  for 𝑅𝑅(𝑋𝑋) = 𝑅𝑅(𝑌𝑌), ∀𝑥𝑥 ∈ 𝑅𝑅𝑙𝑙(𝑌𝑌). 
Thus, 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑅𝑅𝑙𝑙(𝑌𝑌). So 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌 is written. 

Theorems ii) and iii) can also be easily proven. 

Let 𝜐𝜐 be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖 . 𝑋𝑋 and 𝑌𝑌 sets, which satisfy the 
properties in Theorem 4.1 and Theorem 4.2, provide the following properties as in the rough 
equality. 

1) If 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌 , then  𝑋𝑋 ∩ 𝑌𝑌 ≂𝑙𝑙 𝑋𝑋 or 𝑋𝑋 ∩ 𝑌𝑌 ≂𝑙𝑙 𝑌𝑌. 

2) If 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌, then 𝑋𝑋 ∪ 𝑌𝑌 ≃𝑙𝑙 𝑋𝑋 or 𝑋𝑋 ∪ 𝑌𝑌 ≃𝑙𝑙 𝑌𝑌. 

3) If 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌, then 𝑋𝑋 − 𝑌𝑌 ≂𝑙𝑙 ∅. 

4) If 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌, then −(−𝑋𝑋) ≂𝑙𝑙 𝑌𝑌. 

5) If 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌,  then −(−𝑋𝑋) ≃𝑙𝑙 𝑌𝑌. 

6) If 𝑋𝑋 ≈𝑙𝑙 𝑌𝑌, then−(−𝑋𝑋) ≈𝑙𝑙 𝑌𝑌. 

7) If 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌,  then 𝑋𝑋 ∪ (−𝑌𝑌) ≃𝑙𝑙 𝑈𝑈𝑖𝑖 

8) If 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌, then 𝑋𝑋 ∩ (−𝑌𝑌) ≂𝑙𝑙  ∅. 

 

Definition 4.2: Let 𝜐𝜐 be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖. 

i) If 𝑋𝑋 ≃𝑙𝑙 𝑈𝑈𝑖𝑖, that is,  the set 𝑋𝑋 is local externally indefinable or the local totally 

indefinable [7], the set 𝑋𝑋 will be named dense in the 𝜐𝜐 local approximation space. 
ii) If 𝑋𝑋 ≂𝑙𝑙 ∅, that is,  the set 𝑋𝑋 is local internally indefinable or the local totally 

indefinable [7], the set 𝑋𝑋 will be named co-dense in the 𝜐𝜐 local approximation space. 
iii) If 𝑋𝑋 ≃𝑙𝑙 𝑈𝑈𝑖𝑖 and 𝑋𝑋 ≂𝑙𝑙 ∅, that is,  the set 𝑋𝑋 is local totally indefinable [7], the set 𝑋𝑋 

will be named dispersed in the 𝜐𝜐 local approximation space. 
 

The following properties are true for 𝜐𝜐 be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖 .  

1) If 𝑋𝑋 ⊂ 𝑌𝑌 and 𝑌𝑌 ≂𝑙𝑙 ∅, then 𝑋𝑋 ≂𝑙𝑙 ∅. 
2) If 𝑋𝑋 ⊂ 𝑌𝑌 and 𝑌𝑌 ≃𝑙𝑙 𝑈𝑈𝑖𝑖, then 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌) and 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌). 
3) If 𝑋𝑋 ≃𝑙𝑙 𝑈𝑈𝑖𝑖 and 𝑅𝑅𝑙𝑙(𝑋𝑋) ≠ ∅, then (−𝑋𝑋) ≂𝑙𝑙  ∅. 
4) If 𝑋𝑋 ≂𝑙𝑙 ∅ and 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑈𝑈𝑖𝑖, then (−𝑋𝑋) ≂𝑙𝑙 ∅ and (−𝑋𝑋)  ≃𝑙𝑙 𝑈𝑈𝑖𝑖. 
5) For 𝑋𝑋 = 𝑌𝑌 ≠ ∅, 𝑋𝑋 ≃𝑙𝑙 𝑈𝑈𝑖𝑖 and 𝑌𝑌 ≃𝑙𝑙 𝑈𝑈𝑖𝑖, then 𝑋𝑋 ≃𝑙𝑙 𝑌𝑌. 
6) For 𝑋𝑋 = 𝑌𝑌 = ∅, 𝑋𝑋 ≂𝑙𝑙 ∅ and 𝑌𝑌 ≂𝑙𝑙 ∅ , then 𝑋𝑋 ≂𝑙𝑙 𝑌𝑌. 
7) If 𝑋𝑋 ≂𝑙𝑙 ∅, then 𝑅𝑅𝑙𝑙(𝑋𝑋) = ∅. 
8) If 𝑋𝑋 ≃𝑙𝑙 ∅, then 𝑋𝑋 = ∅. 
9) If 𝑋𝑋 ≂𝑙𝑙 𝑈𝑈𝑖𝑖, then 𝑋𝑋 = 𝑈𝑈𝑖𝑖. 
10) If 𝑋𝑋 ≃𝑙𝑙 𝑈𝑈𝑖𝑖, then 𝑅𝑅𝑙𝑙(𝑋𝑋) = 𝑈𝑈𝑖𝑖. 
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5. LOCAL ROUGH EQUIVALENCES OF SETS 

Definition 5.1 : Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼 , 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 equivalence 
relation} family be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖. 

i) The set 𝑋𝑋 will be named bottom local roughly equivalent to the set 𝑌𝑌 if both 𝑅𝑅𝑙𝑙(𝑋𝑋) 
and 𝑅𝑅𝑙𝑙(𝑌𝑌) are equal to ∅ or both are different from ∅. 

ii) The set 𝑋𝑋 will be named top local roughly equivalent to the set 𝑌𝑌 if both 𝑅𝑅𝑙𝑙(𝑋𝑋) and 
𝑅𝑅𝑙𝑙(𝑌𝑌) are equal to 𝑈𝑈 or both are different from 𝑈𝑈. 

iii) If both 𝑅𝑅𝑙𝑙(𝑋𝑋) and 𝑅𝑅𝑙𝑙(𝑌𝑌) are both equal to ∅ or both different from ∅ and both 𝑅𝑅𝑙𝑙(𝑋𝑋) 
and 𝑅𝑅𝑙𝑙(𝑌𝑌) are equal to 𝑈𝑈 or both are different from 𝑈𝑈, set 𝑋𝑋 will be named local 
roughly equivalent to set 𝑌𝑌. 

Definition 5.2: Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼, 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 equivalence 

relation} family be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖. For the pair (𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) ∈ 𝜐𝜐, let 

the local lower approximation of the set 𝑋𝑋 is 𝑅𝑅𝑙𝑙(𝑋𝑋) and the local upper approximation is 𝑅𝑅𝑙𝑙(𝑋𝑋). 

i) If 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌), then the set 𝑋𝑋 will be named bottom local roughly included in the 
set 𝑌𝑌 and will be denoted by 𝑋𝑋 ⫇𝑙𝑙 𝑌𝑌. 

ii) If 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌), then the set 𝑋𝑋 will be named top roughly local included in the set 
𝑌𝑌 and will be denoted by 𝑋𝑋 ⊂̃𝑙𝑙 𝑌𝑌. 

iii) If 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌) and 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌), then the set 𝑋𝑋 will be named local roughly 

included in the set 𝑌𝑌 and will be denoted by 𝑋𝑋 ⫇̃𝑙𝑙 𝑌𝑌. 

 

                                             Fig. 4. Rough Equality of Sets. 

 

                        

Fig. 5. Bottom-local roughly included. 
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5. LOCAL ROUGH EQUIVALENCES OF SETS 

Definition 5.1 : Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼 , 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 equivalence 
relation} family be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖. 

i) The set 𝑋𝑋 will be named bottom local roughly equivalent to the set 𝑌𝑌 if both 𝑅𝑅𝑙𝑙(𝑋𝑋) 
and 𝑅𝑅𝑙𝑙(𝑌𝑌) are equal to ∅ or both are different from ∅. 

ii) The set 𝑋𝑋 will be named top local roughly equivalent to the set 𝑌𝑌 if both 𝑅𝑅𝑙𝑙(𝑋𝑋) and 
𝑅𝑅𝑙𝑙(𝑌𝑌) are equal to 𝑈𝑈 or both are different from 𝑈𝑈. 

iii) If both 𝑅𝑅𝑙𝑙(𝑋𝑋) and 𝑅𝑅𝑙𝑙(𝑌𝑌) are both equal to ∅ or both different from ∅ and both 𝑅𝑅𝑙𝑙(𝑋𝑋) 
and 𝑅𝑅𝑙𝑙(𝑌𝑌) are equal to 𝑈𝑈 or both are different from 𝑈𝑈, set 𝑋𝑋 will be named local 
roughly equivalent to set 𝑌𝑌. 

Definition 5.2: Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼, 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 equivalence 

relation} family be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖. For the pair (𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) ∈ 𝜐𝜐, let 

the local lower approximation of the set 𝑋𝑋 is 𝑅𝑅𝑙𝑙(𝑋𝑋) and the local upper approximation is 𝑅𝑅𝑙𝑙(𝑋𝑋). 

i) If 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌), then the set 𝑋𝑋 will be named bottom local roughly included in the 
set 𝑌𝑌 and will be denoted by 𝑋𝑋 ⫇𝑙𝑙 𝑌𝑌. 

ii) If 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌), then the set 𝑋𝑋 will be named top roughly local included in the set 
𝑌𝑌 and will be denoted by 𝑋𝑋 ⊂̃𝑙𝑙 𝑌𝑌. 

iii) If 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌) and 𝑅𝑅𝑙𝑙(𝑋𝑋) ⊂ 𝑅𝑅𝑙𝑙(𝑌𝑌), then the set 𝑋𝑋 will be named local roughly 

included in the set 𝑌𝑌 and will be denoted by 𝑋𝑋 ⫇̃𝑙𝑙 𝑌𝑌. 

 

                                             Fig. 4. Rough Equality of Sets. 

 

                        

Fig. 5. Bottom-local roughly included. 

 

                      

                                           Fig. 6. Top-local roughly included. 

The sets 𝑋𝑋 and 𝑌𝑌 for 𝑌𝑌 ⊂ 𝑋𝑋 are roughly equal in Fig. 4 (𝑌𝑌 ≈ 𝑋𝑋). When these sets are reduced 
to the local without changing, they are the bottom-local roughly equivalent  in Fig. 5 (𝑌𝑌 ⫇𝑙𝑙 𝑋𝑋) 
and they are top-local roughly equivalent in Fig. 6 (𝑌𝑌 ⊂̃𝑙𝑙 𝑋𝑋).  

Lemma 5.1 : Roughly equal sets may be local roughly equivalent.  

If 𝑌𝑌 ≈ 𝑋𝑋, then 𝑌𝑌 ⫇̃𝑙𝑙 𝑋𝑋. 

Definition 5.3 : Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼 , 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 
equivalence relation} family be the local approximation space and 𝑋𝑋, 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖 . 

i) If 𝑋𝑋 ⫇𝑙𝑙 𝑌𝑌 or 𝑌𝑌 ⫇𝑙𝑙 𝑋𝑋, then the sets 𝑋𝑋 and 𝑌𝑌 will be named bottom-rough comparable. 
ii) If 𝑋𝑋 ⊂̃𝑙𝑙 𝑌𝑌 or 𝑌𝑌 ⊂̃𝑙𝑙 𝑋𝑋, then the sets 𝑋𝑋 and 𝑌𝑌 will be named top-rough comparable. 
iii) If 𝑋𝑋 ⫇̃𝑙𝑙 𝑌𝑌 or 𝑌𝑌 ⫇̃𝑙𝑙 𝑋𝑋, then the sets 𝑋𝑋 and 𝑌𝑌 will be named rough comparable. 

The following properties are true for 𝜐𝜐 to be the local approximation space and 𝑋𝑋 ⊂ 𝑌𝑌 ⊂ 𝑈𝑈𝑖𝑖. 

1) If 𝑋𝑋 ⫇𝑙𝑙 𝑌𝑌, then 𝑋𝑋 ⊂̃𝑙𝑙 𝑌𝑌 and 𝑋𝑋 ⫇̃𝑙𝑙 𝑌𝑌. 

2) If 𝑋𝑋 ≂ 𝑌𝑌, then 𝑋𝑋 ⫇𝑙𝑙 𝑌𝑌. 

3) If 𝑋𝑋 ≃ 𝑌𝑌, then 𝑋𝑋 ⊂̃𝑙𝑙 𝑌𝑌. 

4) If 𝑋𝑋 ≈ 𝑌𝑌, then 𝑋𝑋 ⫇̃𝑙𝑙 𝑌𝑌. 

5) If 𝑋𝑋 ⊂̃𝑙𝑙 𝑌𝑌, then 𝑋𝑋 ∪ 𝑌𝑌 ≃𝑙𝑙 𝑌𝑌. 

6) If 𝑋𝑋 ⫇𝑙𝑙 𝑌𝑌, then 𝑋𝑋 ∩ 𝑌𝑌 ≂𝑙𝑙 𝑋𝑋. 

7) If 𝑋𝑋 ⫇𝑙𝑙 𝑋𝑋′ and 𝑌𝑌 ⫇𝑙𝑙 𝑌𝑌′, then 𝑋𝑋′ ⫇𝑙𝑙 𝑌𝑌′. 

8) If 𝑋𝑋 ⊂̃𝑙𝑙 𝑋𝑋′ and 𝑌𝑌 ⊂̃𝑙𝑙 𝑌𝑌′, then 𝑋𝑋′ ⊂̃𝑙𝑙 𝑌𝑌′ dir. 

9) If 𝑋𝑋 ⫇𝑙𝑙 𝑋𝑋′ and 𝑌𝑌 ⫇𝑙𝑙 𝑌𝑌′, then 𝑋𝑋 ∩ 𝑌𝑌 ⫇𝑙𝑙 𝑋𝑋′ ∩ 𝑌𝑌′. 

10) If 𝑋𝑋 ⊂̃𝑙𝑙 𝑋𝑋′ and 𝑌𝑌 ⊂̃𝑙𝑙 𝑌𝑌′,  then 𝑋𝑋 ∪ 𝑌𝑌 ⊂̃𝑙𝑙 𝑋𝑋′ ∪ 𝑌𝑌′. 
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6. EXAMPLES 

In this section, let's show the sets that are roughly equivalent and local roughly equivalent with 
an example from daily life. Let's also calculate the saliency levels of these sets and compare 
them. 

Example 6.1: Let the sets of animals of four different kind be as follows.  
𝐶𝐶𝐶𝐶𝐶𝐶 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4}, 𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = {𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3}, 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = {𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4}, 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = { 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} Let 
𝑈𝑈 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, 𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4, 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} set of objects, 
𝐴𝐴 = {𝐶𝐶𝐶𝐶𝐶𝐶, 𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒, 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺, 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷} set of properties, 𝑉𝑉1 = { 1,2,3,4 }, 𝑉𝑉2 = { 1,2,3 },  𝑉𝑉3 =
{ 1,2,3,4 }, 𝑉𝑉4 = { 1,2,3 } be set of values.  
Let 𝑅𝑅(𝑥𝑥) = {𝑥𝑥, 𝑦𝑦𝑦𝑦𝑦𝑦:  𝑥𝑥𝑥𝑥𝑥𝑥, 𝑥𝑥 𝑎𝑎𝑎𝑎𝑎𝑎 𝑦𝑦  being animals of the same kind} be an equivalence 
relation on 𝑈𝑈. Let the set of animals owned by two people be 𝑋𝑋 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1, 𝑔𝑔3} and 𝑌𝑌 =
{ 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑔𝑔1, 𝑠𝑠3}, respectively. 
According to the equivalence (indistinguishability) relations, let's show the lower 
approximation, the upper approximation and the measure of completeness (saliency levels) of 
the 𝑋𝑋 and 𝑌𝑌 sets.  
𝑅𝑅(𝑋𝑋) = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4} ≠ ∅ , 𝑅𝑅(𝑋𝑋) = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, 𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4} ≠ 𝑈𝑈 
𝑅𝑅(𝑌𝑌) = { 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} ≠ ∅ , 𝑅𝑅(𝑌𝑌) = {𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3} ≠ 𝑈𝑈 
Here it is seen that two persons own some kind of animal and also all animals of a particular 
kind. So, 𝑋𝑋 and 𝑌𝑌 are equivalent. 

Also, measure of completeness  𝛼𝛼𝑅𝑅(𝑋𝑋) = |𝑅𝑅(𝑋𝑋)|
|𝑅𝑅(𝑋𝑋)| = 4

11 ≅ 0,36 and 𝛼𝛼𝑅𝑅(𝑌𝑌) = |𝑅𝑅(𝑌𝑌)|
|𝑅𝑅(𝑌𝑌)| = 3

10 = 0,30 

 
Example 6.2: Let's apply the same example for the local rough set. Let 𝑈𝑈 =
{𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, 𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4, 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} set of objects,  𝐴𝐴 = {𝐶𝐶𝐶𝐶𝐶𝐶, 𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒, 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺, 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷} 
set of properties, 𝑉𝑉1 = { 1,2,3,4 }, 𝑉𝑉2 = { 1,2,3 }, 𝑉𝑉3 = { 1,2,3,4 }, 𝑉𝑉4 = { 1,2,3 } be set of 
values.  
Let 𝑅𝑅(𝑥𝑥) = {𝑥𝑥, 𝑦𝑦𝑦𝑦𝑦𝑦:  𝑥𝑥𝑥𝑥𝑥𝑥, 𝑥𝑥 𝑎𝑎𝑎𝑎𝑎𝑎 𝑦𝑦  being animals of the same kind} be an equivalence 
relation on 𝑈𝑈. 
For the subset 𝑈𝑈𝑙𝑙 ⊆ 𝑈𝑈, let the equivalence relation 𝑅𝑅𝑙𝑙 ⊆ 𝑈𝑈𝑙𝑙 × 𝑈𝑈𝑙𝑙 and 𝑈𝑈 = ∪ 𝑈𝑈𝑙𝑙. 

Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼, 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 equivalence relation} family 

be the local approximation space.  Also,  Let , 𝑈𝑈1 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑠𝑠1, 𝑔𝑔1} and 𝑈𝑈2 =
{𝑠𝑠2, 𝑠𝑠3, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4} subsets be given pairs (𝑈𝑈1, 𝑅𝑅1) and (𝑈𝑈2, 𝑅𝑅2), selected from the local 

approximation space family. 

 For 𝑈𝑈1 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑠𝑠1, 𝑔𝑔1} ⊆ 𝑈𝑈, according to the equivalence 

(indistinguishability) relations, let's show the local lower approximation, the local upper 

approximation and the local measure of completeness (local saliency levels) of the 𝑋𝑋 and 𝑌𝑌 

sets. 
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6. EXAMPLES 

In this section, let's show the sets that are roughly equivalent and local roughly equivalent with 
an example from daily life. Let's also calculate the saliency levels of these sets and compare 
them. 

Example 6.1: Let the sets of animals of four different kind be as follows.  
𝐶𝐶𝐶𝐶𝐶𝐶 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4}, 𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = {𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3}, 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = {𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4}, 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = { 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} Let 
𝑈𝑈 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, 𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4, 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} set of objects, 
𝐴𝐴 = {𝐶𝐶𝐶𝐶𝐶𝐶, 𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒, 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺, 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷} set of properties, 𝑉𝑉1 = { 1,2,3,4 }, 𝑉𝑉2 = { 1,2,3 },  𝑉𝑉3 =
{ 1,2,3,4 }, 𝑉𝑉4 = { 1,2,3 } be set of values.  
Let 𝑅𝑅(𝑥𝑥) = {𝑥𝑥, 𝑦𝑦𝑦𝑦𝑦𝑦:  𝑥𝑥𝑥𝑥𝑥𝑥, 𝑥𝑥 𝑎𝑎𝑎𝑎𝑎𝑎 𝑦𝑦  being animals of the same kind} be an equivalence 
relation on 𝑈𝑈. Let the set of animals owned by two people be 𝑋𝑋 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1, 𝑔𝑔3} and 𝑌𝑌 =
{ 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑔𝑔1, 𝑠𝑠3}, respectively. 
According to the equivalence (indistinguishability) relations, let's show the lower 
approximation, the upper approximation and the measure of completeness (saliency levels) of 
the 𝑋𝑋 and 𝑌𝑌 sets.  
𝑅𝑅(𝑋𝑋) = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4} ≠ ∅ , 𝑅𝑅(𝑋𝑋) = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, 𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4} ≠ 𝑈𝑈 
𝑅𝑅(𝑌𝑌) = { 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} ≠ ∅ , 𝑅𝑅(𝑌𝑌) = {𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3} ≠ 𝑈𝑈 
Here it is seen that two persons own some kind of animal and also all animals of a particular 
kind. So, 𝑋𝑋 and 𝑌𝑌 are equivalent. 

Also, measure of completeness  𝛼𝛼𝑅𝑅(𝑋𝑋) = |𝑅𝑅(𝑋𝑋)|
|𝑅𝑅(𝑋𝑋)| = 4

11 ≅ 0,36 and 𝛼𝛼𝑅𝑅(𝑌𝑌) = |𝑅𝑅(𝑌𝑌)|
|𝑅𝑅(𝑌𝑌)| = 3

10 = 0,30 

 
Example 6.2: Let's apply the same example for the local rough set. Let 𝑈𝑈 =
{𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3, 𝑔𝑔1, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4, 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} set of objects,  𝐴𝐴 = {𝐶𝐶𝐶𝐶𝐶𝐶, 𝑆𝑆ℎ𝑒𝑒𝑒𝑒𝑒𝑒, 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺, 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷} 
set of properties, 𝑉𝑉1 = { 1,2,3,4 }, 𝑉𝑉2 = { 1,2,3 }, 𝑉𝑉3 = { 1,2,3,4 }, 𝑉𝑉4 = { 1,2,3 } be set of 
values.  
Let 𝑅𝑅(𝑥𝑥) = {𝑥𝑥, 𝑦𝑦𝑦𝑦𝑦𝑦:  𝑥𝑥𝑥𝑥𝑥𝑥, 𝑥𝑥 𝑎𝑎𝑎𝑎𝑎𝑎 𝑦𝑦  being animals of the same kind} be an equivalence 
relation on 𝑈𝑈. 
For the subset 𝑈𝑈𝑙𝑙 ⊆ 𝑈𝑈, let the equivalence relation 𝑅𝑅𝑙𝑙 ⊆ 𝑈𝑈𝑙𝑙 × 𝑈𝑈𝑙𝑙 and 𝑈𝑈 = ∪ 𝑈𝑈𝑙𝑙. 

Let 𝜐𝜐={(𝑈𝑈𝑖𝑖, 𝑅𝑅𝑖𝑖) :  𝑖𝑖 ∈ 𝐼𝐼, 𝑈𝑈𝑖𝑖 ⊂ 𝑈𝑈 finite set of objects, 𝑅𝑅𝑖𝑖 ⊂ 𝑈𝑈𝑖𝑖 × 𝑈𝑈𝑖𝑖 equivalence relation} family 

be the local approximation space.  Also,  Let , 𝑈𝑈1 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑠𝑠1, 𝑔𝑔1} and 𝑈𝑈2 =
{𝑠𝑠2, 𝑠𝑠3, 𝑔𝑔2, 𝑔𝑔3, 𝑔𝑔4} subsets be given pairs (𝑈𝑈1, 𝑅𝑅1) and (𝑈𝑈2, 𝑅𝑅2), selected from the local 

approximation space family. 

 For 𝑈𝑈1 = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑠𝑠1, 𝑔𝑔1} ⊆ 𝑈𝑈, according to the equivalence 

(indistinguishability) relations, let's show the local lower approximation, the local upper 

approximation and the local measure of completeness (local saliency levels) of the 𝑋𝑋 and 𝑌𝑌 

sets. 

 

𝑅𝑅𝑙𝑙(𝑋𝑋) = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4} ≠ ∅ , 𝑅𝑅𝑙𝑙(𝑋𝑋) = {𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, 𝑐𝑐4, 𝑠𝑠1 } ≠ 𝑈𝑈1 

𝑅𝑅𝑙𝑙(𝑌𝑌) = {𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3} ≠ ∅ , 𝑅𝑅𝑙𝑙(𝑌𝑌) = { 𝑑𝑑1, 𝑑𝑑2, 𝑑𝑑3, 𝑔𝑔1} ≠ 𝑈𝑈1 

Here it is seen that two persons own some kind of animal and also all animals of a particular 
kinds. So, 𝑋𝑋 and 𝑌𝑌 are local equivalent. 

Measure of completeness  𝛼𝛼𝑅𝑅𝑙𝑙(𝑋𝑋) = |𝑅𝑅𝑙𝑙(𝑋𝑋)|
|𝑅𝑅𝑙𝑙(𝑋𝑋)| = 4

4 = 1 and 𝛼𝛼𝑅𝑅𝑙𝑙(𝑌𝑌) = |𝑅𝑅𝑙𝑙(𝑌𝑌)|
|𝑅𝑅𝑙𝑙(𝑌𝑌)| = 3

3 = 1 

Comparatively, the completeness measures of the elements can be seen more clearly on the 

following figures. 

  

        𝛼𝛼𝑅𝑅(𝑋𝑋) = |𝑅𝑅(𝑋𝑋)|
|𝑅𝑅(𝑋𝑋)| = 4

11 ≅ 0,36 

        𝛼𝛼𝑅𝑅(𝑌𝑌) = |𝑅𝑅(𝑌𝑌)|
|𝑅𝑅(𝑌𝑌)| = 3

10 = 0,30 

 
 
Fig. 7. Completeness measures of rough equivalent sets. 
 

 

𝛼𝛼𝑅𝑅𝑙𝑙(𝑋𝑋) = |𝑅𝑅𝑙𝑙(𝑋𝑋)|
|𝑅𝑅𝑙𝑙(𝑋𝑋)|

= 4
5 = 0,80 

𝛼𝛼𝑅𝑅𝑙𝑙(𝑌𝑌) = |𝑅𝑅𝑙𝑙(𝑌𝑌)|
|𝑅𝑅𝑙𝑙(𝑌𝑌)|

= 3
4 = 0,75 

 
Fig. 8. According to the 𝑈𝑈1, completeness measures of local rough equivalent sets. 

 

 

𝛼𝛼𝑅𝑅𝑙𝑙(𝑋𝑋) = |𝑅𝑅𝑙𝑙(𝑋𝑋)|
|𝑅𝑅𝑙𝑙(𝑋𝑋)|

= 1 

𝛼𝛼𝑅𝑅𝑙𝑙(𝑌𝑌) = |𝑅𝑅𝑙𝑙(𝑌𝑌)|
|𝑅𝑅𝑙𝑙(𝑌𝑌)|

= 1 

 

 

Fig. 9. According to the 𝑈𝑈1, completeness measures of local rough equivalent sets. 
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𝛼𝛼𝑅𝑅𝑙𝑙(𝑋𝑋) =
|𝑅𝑅𝑙𝑙(𝑋𝑋)|
|𝑅𝑅𝑙𝑙(𝑋𝑋)|

= 1 

𝛼𝛼𝑅𝑅𝑙𝑙(𝑌𝑌) =
|𝑅𝑅𝑙𝑙(𝑌𝑌)|
|𝑅𝑅𝑙𝑙(𝑌𝑌)|

= 1 

 

Fig. 10. According to the 𝑈𝑈1, completeness measures of local rough equivalent sets. 

 

The completeness measures of the 𝑋𝑋 and 𝑌𝑌 rough equivalent sets were 36% and 30%, 
respectively. However, for the 𝑋𝑋 and 𝑌𝑌 sets, which are equivalent to the local rough equivalent, 
the completeness of the elements increased to 80% and 75%, respectively. Moreover, it has 
been observed that this rate reaches 100% when the local borders are narrowed. 

 

7. CONCLISUON 

It may be said that rough equal sets can be local rough equivalent. If X=Y, then these two sets 
can be equal to the local rough equal. In addition, it has been noticed that rough equal sets and 
local rough equal sets can be represented topologically, but it is not appropriate on examples 
from daily life. It provides more detailed information about the elements of the sets that are 
local rough equivalent than the rough equivalent. It has been determined that the workload is 
lightened when the rough sets are grouped and localized. It has also been revealed that the local 
rough set will have more distinct elements when the boundaries are narrowed. 
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Abstract 

Fuzzy set, rough set, soft set and near set theories have given modern mathematics the facility to re-
express itself with a new direction, perspective and an up-to-date language. In this way, alternative 
methods have been introduced for the solution of incomplete and imprecise problems. In this study, 
these set theories are discussed together, unique examples are given and the relationships between 
them are examined. 

Keywords : Fuzzy set, Rough set, Soft set, Near set 

1.Introduction  

The uncertainties in nature and especially the complex and uncertain problems of modern times have 
not only attracted the attention of thinkers, but also entered the agenda of scientists dealing with 
mathematics and logic. The classical medhods of mathematics were insufficient to solve some of the 
uncertainty problems of the modern age. In order to overcome this situation, set theories, which 
G.Cantor, added a new perspective to mathematics, found the facility to Express itself again and in 
a new language, and presented alternative solution medhods to the problems of uncertainty situations:  

L. A. Zadeh breathed new life into the world of science by introducing Fuzzy Set Theory in 1965 
[1]. Then, in 1982, Z. Pawlak introduced the “Rough set” theory for modeling inconsistencies in 
information systems [2]. 

D. A. Molodtsov introduced the “Soft set” theory in 1999, which gave a new perspective to the 
concepts of exactness and precision in mathematics [3]. This theory proposes more specific and 
easier to classify solutions by parameterizing some incomplete and imprecise concepts encountered 
in pratical life. 

In 2002, J. F. Peters introduced the “Near set” theory, which is a more generalized version of Rough 
sets [4]. In near sets, data is obtained not in the form of information tables, which is the working 
method of Rough sets,but by using real-valued functions, which is a simpler and more pratical 
method. 

2. FUZZY SET THEORY   
Fuzzy set theory, which reveals a wider structure than classical set theories, deals with sets with 
imprecise boundaries. In classical sets, an element is either an element (1) or not an element (0) of a 
set. However, a Fuzzy set, unlike a classical set, allows partial membership of the elements of the 
set. In fuzzy sets, the membership degree of an element can theoretically take infinite values in the 
range of [0,1]. In classical set theory, it is desired for a set to have well-defined properties that do not 
allow for ambiguity; however, we may not always find precise and well-defined properties in set 
definitions in the new world, and Fuzzy set theory has emerged precisely from this need.  
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1.Introduction  

The uncertainties in nature and especially the complex and uncertain problems of modern times have 
not only attracted the attention of thinkers, but also entered the agenda of scientists dealing with 
mathematics and logic. The classical medhods of mathematics were insufficient to solve some of the 
uncertainty problems of the modern age. In order to overcome this situation, set theories, which 
G.Cantor, added a new perspective to mathematics, found the facility to Express itself again and in 
a new language, and presented alternative solution medhods to the problems of uncertainty situations:  

L. A. Zadeh breathed new life into the world of science by introducing Fuzzy Set Theory in 1965 
[1]. Then, in 1982, Z. Pawlak introduced the “Rough set” theory for modeling inconsistencies in 
information systems [2]. 

D. A. Molodtsov introduced the “Soft set” theory in 1999, which gave a new perspective to the 
concepts of exactness and precision in mathematics [3]. This theory proposes more specific and 
easier to classify solutions by parameterizing some incomplete and imprecise concepts encountered 
in pratical life. 

In 2002, J. F. Peters introduced the “Near set” theory, which is a more generalized version of Rough 
sets [4]. In near sets, data is obtained not in the form of information tables, which is the working 
method of Rough sets,but by using real-valued functions, which is a simpler and more pratical 
method. 

2. FUZZY SET THEORY   
Fuzzy set theory, which reveals a wider structure than classical set theories, deals with sets with 
imprecise boundaries. In classical sets, an element is either an element (1) or not an element (0) of a 
set. However, a Fuzzy set, unlike a classical set, allows partial membership of the elements of the 
set. In fuzzy sets, the membership degree of an element can theoretically take infinite values in the 
range of [0,1]. In classical set theory, it is desired for a set to have well-defined properties that do not 
allow for ambiguity; however, we may not always find precise and well-defined properties in set 
definitions in the new world, and Fuzzy set theory has emerged precisely from this need.  

2.1. Fuzzy Sets: L. A. Zadeh brought a new breath to the world of science by introducing the Fuzzy 
set theory in 1965 [1]. 

Definition 2.1.1:  𝑈𝑈 is a non-empty set and 𝐴𝐴 is a Fuzzy set at 𝑈𝑈; it is given by the function  ∀ 𝑥𝑥 ∈
  𝑈𝑈 için µ𝐴𝐴:  𝑈𝑈            𝐼𝐼 = [0,1]. µ𝐴𝐴 is called the membership function corresponding to the Fuzzy set. 
The Fuzzy set  𝐴𝐴 is the set formed by each element in  𝑈𝑈 together with its membership degree, so 
𝐴𝐴 = {(𝑥𝑥, µ𝐴𝐴(𝑥𝑥)) ∶ 𝑥𝑥 ∈ 𝑈𝑈 }.  The degree of belonging or membership of 𝑥𝑥 to 𝐴𝐴 is µ𝐴𝐴. Every 
membership function is a function that corresponds to a number in the range [0,1] of the elements of 
a classical universal set. For example µ𝐴𝐴(𝑥𝑥) = 0.5 means 𝑥𝑥 is fifty percent element of set 𝐴𝐴. The 
concept of fuzzy set is in many ways parallel to the framework used for classical sets, but it provides 
a suitable starting point for the construction of a more general conceptual framework than the 
classical set and has a wider application area [1]. 

The fuzzy set theory is formulated based on the terms complement, union and intersection of the 
fuzzy set, which are given below, respectively [1]:  

• µ𝑈𝑈−𝐴𝐴(𝑥𝑥) = 1 − µ𝐴𝐴(𝑥𝑥), 𝑥𝑥 ∈   𝑈𝑈  
• µ𝐴𝐴∪𝐵𝐵(𝑥𝑥) = max{µ𝐴𝐴(𝑥𝑥), µ𝐵𝐵(𝑥𝑥)} , 𝑥𝑥 ∈   𝑈𝑈  
• µ𝐴𝐴∩𝐵𝐵(𝑥𝑥) = min{µ𝐴𝐴(𝑥𝑥), µ𝐵𝐵(𝑥𝑥)} , 𝑥𝑥 ∈   𝑈𝑈. 

Example 2.1.1. Let’s consider whether a car brand belongs to a country within the framework of the 
classic set: We know that the classical set works with precise and well-defined properties. For 
example “A TOGG brand vehicle is either manufactured in Türkiye (1) or not produced in Türkiye 
(0). It want to make a judgment as “if all parts of the vehicle are produced in Türkiye, it is a Turkish 
brand (1) or if all parts are not produced in Türkiye, it is not a Turkish brand (0). But we know that 
real life is not always clear and well-defined. At this stage, Fuzzy set theory comes into play and 
provides us with the possibility of multiple grading in the [0,1] range, dilemma, with the help of the 
membership function for definitions with unclear boundaries. Accordingly, external support can be 
obtained for certain parts of the TOGG brand vehicle or for certain design stages and this does not 
prevent TOGG from becoming a brand of Türkiye. 

Definition 2.1.2. Let 𝑋𝑋 be a set. The 𝑅𝑅: 𝑋𝑋 × 𝑋𝑋             [0,1] transform that satisfies the following 
properties is called a similarity relation: 

(i) Reflection:        ∀ 𝑥𝑥 ∈ 𝑋𝑋 için 𝑅𝑅(𝑥𝑥, 𝑥𝑥) = 1 
(ii) Symmetry:             ∀ 𝑥𝑥, 𝑦𝑦 ∈ 𝑋𝑋 için 𝑅𝑅(𝑥𝑥, 𝑦𝑦) =  𝑅𝑅(𝑦𝑦, 𝑥𝑥) 
(iii) Transitive:          ∀ 𝑥𝑥, 𝑦𝑦, 𝑧𝑧 ∈ 𝑋𝑋 için 𝑅𝑅(𝑥𝑥, 𝑧𝑧) ≥ min {𝑅𝑅(𝑥𝑥, 𝑦𝑦), 𝑅𝑅( 𝑦𝑦, 𝑧𝑧)} 

With this relation defined, (𝑋𝑋, 𝑅𝑅) pair is called Fuzzy approximation space [5]. 

A Fuzzy set is defined by assigning each element of the study area a value that represents the degree 
of membership in the set mathematically. This value expresses the degree of belonging of the related 
element to the Fuzzy set according to the determined criteria.The membership degree can take a 
value between 0 and 1. Full membership and non-member status are met by the numbers 1 and 0, 
respectively, in Fuzzy sets, so the classical set concept can be considered as a special case of the 
Fuzzy set concept reduced to these two values. Although mathematical structures built on Fuzzy sets 
have a more explanator power than classical mathematics, their usability depends on the construction 
of appropriate membership functions for the concepts we encounter in the application areas [5]. 

A Fuzzy set 𝐴𝐴 is fully characterized by an ordered set of pairs 𝐴𝐴 = {(𝑥𝑥, µ𝐴𝐴(𝑥𝑥)):  𝑥𝑥 ∈   𝑈𝑈 }. A Fuzzy 
set can be associated with a crisp family of sets through the concept of a 𝛼𝛼-level set. The 𝛼𝛼-level set 
of a Fuzzy set 𝐴𝐴 is defined by 𝐴𝐴(𝛼𝛼) = {𝑥𝑥 ∈   𝑈𝑈: µ𝐴𝐴(𝑥𝑥) ≥ 𝛼𝛼}, where 𝛼𝛼 ∈ [0,1]. The 𝛼𝛼 value can be 
chosen arbitrarily, but is usually set as one of the membership degrees seen in the fuzzy set in 
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question. 𝛼𝛼-level sets can be used to describe a family of nested subsets of 𝑈𝑈. On the other hand, a 
fuzzy set 𝐴𝐴 can be reconstructed from any family of 𝛼𝛼-level sets using the following formula (F-1): 
µ𝐴𝐴(𝑥𝑥) = sup {𝛼𝛼: 𝑥𝑥 ∈  𝐴𝐴(𝛼𝛼)} [6].                         

Example 2.1.2. 𝑋𝑋 being the set of trees; suppose there are 6 different alternatives in the 𝑋𝑋  = 
{ℎ1 , ℎ2 , ℎ3 , ℎ4 , ℎ5 , ℎ6} set and “age of trees” is selected as a single parameter. We can define the 
set of terms  𝑇𝑇(age) = {very old, middle-aged, young, very young} fort his varible. Each term can be 
associated with its own Fuzzy set. Two of them can be defined as:  

                            𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜 = {(ℎ1, 0.3), (ℎ2 , 0.6), (ℎ5 , 0.9), (ℎ6, 1.0)}   or 
                           𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 = {(ℎ1, 0.9), (ℎ2 , 0.4), (ℎ3 , 0.9), (ℎ4, 1.0), (ℎ5 , 0.2)} 

For example, when interpreting the set 𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜, we infer that the ℎ1, ℎ2, ℎ5, ℎ6 trees are very old, at 
a ratio of 0.3, 0.6, 0.9, 1.0 respectively. In this case, we get the facility to compare the elements of 
the set according to the specified parameter.  

3. ROUGH SET THEORY 
The Rough set theory was introduced by Z. Pawlak in 1982 [7]. This theory is a method of dealing 
with the uncertainty and incomprehensibility of imprecise information. The basis of classification of 
objects in Rough set theory is based on equivalence classes. The purpose of this theory is to 
characterize a universal set with lower approximation and upper approximation when given any 
subset. Rough set theory has been a tool for defining sets that cannot be determined with available 
information, with the help of approaches and for solving various problems such as reasoning based 
on incomplete information [7].  
This theory, which is a new mathematical method for imprecise information, has found many 
applications such as artificial intelligence, medicine, machine teaching and data mining. 

3.1 Rough Set 
Definition 3.1.1. 𝑈𝑈 is the universal set of a finite number of objects, a relation on 𝑈𝑈 corresponds to 
any subset 𝑅𝑅 of the product set 𝑈𝑈 × 𝑈𝑈. If the relation 𝑅𝑅 provides the properties of being reflexive, 
symmetric and transitive, it is called an equivance relation. In this situation 𝑈𝑈 is called the universal 
set, 𝑅𝑅 is called the indiscernibility relation. If 𝑅𝑅 is an equivalence relation over 𝑈𝑈, then the (𝑈𝑈, 𝑅𝑅) 
pair is called the approximation space [8].  
 
Definition 3.1.2. Let 𝑈𝑈 be a non-empty finite universal set of objects and 𝑅𝑅 be an equivalence relation 
over 𝑈𝑈. For 𝑥𝑥 ∈ 𝑈𝑈, the set 𝑅𝑅(𝑥𝑥) = [𝑥𝑥]𝑅𝑅 = { 𝑦𝑦 ∈ 𝑈𝑈 ∶ 𝑥𝑥𝑥𝑥𝑥𝑥 } is defined as the equivalence class of 𝑥𝑥. 
These equivalence classes form bits of information for a full understanding of the given information 
[9]. 

Definition 3.1.3. Let (𝑈𝑈, 𝑅𝑅) be the approximation space and ∅ ≠ 𝑋𝑋 ⊆ 𝑈𝑈. 
𝑅𝑅(𝑋𝑋) = { 𝑥𝑥 ∶  [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋 } 

The set (𝑈𝑈, 𝑅𝑅) is called the lower approximation of the set 𝑋𝑋 in the approximation space. 
Accordingly, the lower approximation of 𝑋𝑋 consists of a combination of equivalence classes 
completely covered by 𝑋𝑋. Or it is the set of elements in equivalence class 𝑋𝑋 [10].  
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question. 𝛼𝛼-level sets can be used to describe a family of nested subsets of 𝑈𝑈. On the other hand, a 
fuzzy set 𝐴𝐴 can be reconstructed from any family of 𝛼𝛼-level sets using the following formula (F-1): 
µ𝐴𝐴(𝑥𝑥) = sup {𝛼𝛼: 𝑥𝑥 ∈  𝐴𝐴(𝛼𝛼)} [6].                         

Example 2.1.2. 𝑋𝑋 being the set of trees; suppose there are 6 different alternatives in the 𝑋𝑋  = 
{ℎ1 , ℎ2 , ℎ3 , ℎ4 , ℎ5 , ℎ6} set and “age of trees” is selected as a single parameter. We can define the 
set of terms  𝑇𝑇(age) = {very old, middle-aged, young, very young} fort his varible. Each term can be 
associated with its own Fuzzy set. Two of them can be defined as:  

                            𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜 = {(ℎ1, 0.3), (ℎ2 , 0.6), (ℎ5 , 0.9), (ℎ6, 1.0)}   or 
                           𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 = {(ℎ1, 0.9), (ℎ2 , 0.4), (ℎ3 , 0.9), (ℎ4, 1.0), (ℎ5 , 0.2)} 

For example, when interpreting the set 𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜, we infer that the ℎ1, ℎ2, ℎ5, ℎ6 trees are very old, at 
a ratio of 0.3, 0.6, 0.9, 1.0 respectively. In this case, we get the facility to compare the elements of 
the set according to the specified parameter.  

3. ROUGH SET THEORY 
The Rough set theory was introduced by Z. Pawlak in 1982 [7]. This theory is a method of dealing 
with the uncertainty and incomprehensibility of imprecise information. The basis of classification of 
objects in Rough set theory is based on equivalence classes. The purpose of this theory is to 
characterize a universal set with lower approximation and upper approximation when given any 
subset. Rough set theory has been a tool for defining sets that cannot be determined with available 
information, with the help of approaches and for solving various problems such as reasoning based 
on incomplete information [7].  
This theory, which is a new mathematical method for imprecise information, has found many 
applications such as artificial intelligence, medicine, machine teaching and data mining. 

3.1 Rough Set 
Definition 3.1.1. 𝑈𝑈 is the universal set of a finite number of objects, a relation on 𝑈𝑈 corresponds to 
any subset 𝑅𝑅 of the product set 𝑈𝑈 × 𝑈𝑈. If the relation 𝑅𝑅 provides the properties of being reflexive, 
symmetric and transitive, it is called an equivance relation. In this situation 𝑈𝑈 is called the universal 
set, 𝑅𝑅 is called the indiscernibility relation. If 𝑅𝑅 is an equivalence relation over 𝑈𝑈, then the (𝑈𝑈, 𝑅𝑅) 
pair is called the approximation space [8].  
 
Definition 3.1.2. Let 𝑈𝑈 be a non-empty finite universal set of objects and 𝑅𝑅 be an equivalence relation 
over 𝑈𝑈. For 𝑥𝑥 ∈ 𝑈𝑈, the set 𝑅𝑅(𝑥𝑥) = [𝑥𝑥]𝑅𝑅 = { 𝑦𝑦 ∈ 𝑈𝑈 ∶ 𝑥𝑥𝑥𝑥𝑥𝑥 } is defined as the equivalence class of 𝑥𝑥. 
These equivalence classes form bits of information for a full understanding of the given information 
[9]. 

Definition 3.1.3. Let (𝑈𝑈, 𝑅𝑅) be the approximation space and ∅ ≠ 𝑋𝑋 ⊆ 𝑈𝑈. 
𝑅𝑅(𝑋𝑋) = { 𝑥𝑥 ∶  [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋 } 

The set (𝑈𝑈, 𝑅𝑅) is called the lower approximation of the set 𝑋𝑋 in the approximation space. 
Accordingly, the lower approximation of 𝑋𝑋 consists of a combination of equivalence classes 
completely covered by 𝑋𝑋. Or it is the set of elements in equivalence class 𝑋𝑋 [10].  
 
 
 
 
 

Definition 3.1.4. Let (𝑈𝑈, 𝑅𝑅) be the approximation space and ∅ ≠ 𝑋𝑋 ⊆ 𝑈𝑈 
𝑅𝑅(𝑋𝑋) = { 𝑥𝑥: [𝑥𝑥]𝑅𝑅 ∩ 𝑋𝑋 ≠ ∅ } 

set (𝑈𝑈, 𝑅𝑅) is called the upper approximation of 𝑋𝑋 set in approximation space. The upper 
approximation of 𝑋𝑋 is the set formed by the equivalence class and the elements of 𝑋𝑋 whose 
intersection is different from the empty [10]. 
 𝑅𝑅(𝑋𝑋) consists of elements that are likely to be in set 𝑋𝑋. Here for 𝑥𝑥 ∉ 𝑋𝑋 it can be[𝑥𝑥]𝑅𝑅 ∩ 𝑋𝑋 ≠ ∅. That 
is, an element in the upper approximation of set 𝑋𝑋 may not be an element of set 𝑋𝑋. With the help of 
the equivalence classes determined according to the equivalence relation on a set, the lower and upper 
approximations of the given set can be understood more easily from the figure below [5]. 

 
Shape 3.1 Lower and upper approximation of a set 

Definition 3.1.5. Let  (𝑈𝑈, 𝑅𝑅)be the approximation space and 𝑋𝑋 ⊆ 𝑈𝑈. 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋), the boundary region 
of the set 𝑋𝑋, is the difference between the upper and lower approximations. So 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) = 𝑅𝑅(𝑋𝑋) −
𝑅𝑅(𝑋𝑋) [7]. 

Definition 3.1.6. If the boundary region of the set 𝑋𝑋 is the empty set, the set 𝑋𝑋 is called a complete 
set according to the R relation. So, 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) = ∅ ⇔  𝑅𝑅(𝑋𝑋) =  𝑅𝑅(𝑋𝑋). 
In this case, the complete set gives the concept of the classical set. [7].  

Definition 3.1.7. If the boundary region of the set 𝑋𝑋 is different from the empty, the set 𝑋𝑋 is called a 
rough set according to the 𝑅𝑅 relation. So, 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) ≠ ∅ ⇔  𝑅𝑅(𝑋𝑋) ≠  𝑅𝑅(𝑋𝑋) [7]. 

Example 3.1.1.The following information table is given, where 𝑈𝑈 =
{ 𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥4, 𝑥𝑥5, 𝑥𝑥6, 𝑥𝑥7, 𝑥𝑥8, 𝑥𝑥9, 𝑥𝑥10, 𝑥𝑥11, 𝑥𝑥12 } is set of objects, 𝐴𝐴 = {  𝑎𝑎1, 𝑎𝑎2, 𝑎𝑎 3, 𝑎𝑎 4 } is the set of 
properties, 𝑉𝑉1 = { 1,2,3} , 𝑉𝑉2 = { 1,2,3.4 }, 𝑉𝑉3 = { 1,2,3,4, 5}  , value sets and the equivalence 
relation on 𝑈𝑈 is 𝑅𝑅(𝑥𝑥𝑖𝑖) = { 𝑥𝑥𝑗𝑗 ∶  𝑥𝑥𝑗𝑗 ,     have the same dimensions as the  𝑥𝑥𝑖𝑖 ′𝑠𝑠,  1 ≤ 𝑖𝑖, 𝑗𝑗 ≤ 12 }; 

𝑼𝑼  𝒂𝒂𝟏𝟏 𝒂𝒂𝟐𝟐 𝒂𝒂 𝟑𝟑 𝒂𝒂 𝟒𝟒 
 𝒙𝒙𝟏𝟏 2 1 3 4 
𝒙𝒙𝟐𝟐 3 2 1 3 

𝒙𝒙𝟑𝟑 2 1 3 4 
𝒙𝒙𝟒𝟒 5 2 3 1 
𝒙𝒙𝟓𝟓 3 5 4 2 
𝒙𝒙𝟔𝟔 1 2 3 5 
𝒙𝒙𝟕𝟕 3 2 1 3 
𝒙𝒙𝟖𝟖 3 5 4 2 
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 The indiscernibility relation of this table is as follows: 

𝑅𝑅(𝑥𝑥1) = 𝑅𝑅(𝑥𝑥3) = 𝑅𝑅(𝑥𝑥10) = { 𝑥𝑥1, 𝑥𝑥3, 𝑥𝑥10 } 
𝑅𝑅(𝑥𝑥2) = 𝑅𝑅(𝑥𝑥7) = 𝑅𝑅(𝑥𝑥9) = { 𝑥𝑥2, 𝑥𝑥7, 𝑥𝑥9 } 

𝑅𝑅(𝑥𝑥4) = { 𝑥𝑥4} 

𝑅𝑅(𝑥𝑥5) = 𝑅𝑅(𝑥𝑥8) = 𝑅𝑅(𝑥𝑥12) = { 𝑥𝑥5, 𝑥𝑥8, 𝑥𝑥12} 

𝑅𝑅(𝑥𝑥6) = 𝑅𝑅(𝑥𝑥11) = { 𝑥𝑥6, 𝑥𝑥11}     
With the help of these equivalence classes, for a set 𝑋𝑋 = {  𝑥𝑥1, 𝑥𝑥3, 𝑥𝑥4, 𝑥𝑥5, 𝑥𝑥8, 𝑥𝑥9, 𝑥𝑥12 }  on 𝑈𝑈 

𝑅𝑅(𝑋𝑋) = {𝑥𝑥4, 𝑥𝑥5, 𝑥𝑥8, 𝑥𝑥12  

𝑅𝑅(𝑋𝑋) = {𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥4, 𝑥𝑥5, 𝑥𝑥7, 𝑥𝑥8, 𝑥𝑥9, 𝑥𝑥10, 𝑥𝑥12 } 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) = 𝑅𝑅(𝑋𝑋) − 𝑅𝑅(𝑋𝑋) = {𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥7,𝑥𝑥9, 𝑥𝑥10}   

obtained. Then the set 𝑋𝑋 cannot be defined with these properties, that is, it is a rough set. 
 
Definition 3.1.8. Let 𝑋𝑋 ≠ ∅  be a set and |𝑋𝑋| be the cardinality (number of elements) of the set 𝑋𝑋. 
Accuracy of approximation (measure of completeness) in the rough set 𝑋𝑋 in the approximation space 

(𝑈𝑈, 𝑅𝑅) is 𝛼𝛼𝑅𝑅(𝑋𝑋) = |𝑅𝑅(𝑋𝑋)|
|𝑅𝑅(𝑋𝑋)| [7]. 

 
3.2. Approximate Membership Function in Rough Set 
In full set theory, the membership of an element to the set takes values of 1 and 0, whereas in rough 
sets, the membership function notation is different. Rough sets can also be defined by taking the 
approximation membership function 𝜇𝜇𝑋𝑋

𝑅𝑅 ∶ 𝑈𝑈 → [0,1] instead of approximations. In the approximate 
membership function, the [𝑥𝑥]𝑅𝑅 equivalence class of the element 𝑥𝑥 and the degree of overlap of the 
set 𝑋𝑋 are measured. 

Definition 3.2.1. Let 𝑋𝑋 ≠ ∅ be a set. Cardinality (number of elements) of the set, |𝑋𝑋| The 
approximate membership function on a rough set 𝑋𝑋 of the approximation space (𝑈𝑈, 𝑅𝑅) is defined as: 
It is the ratio of the number of elements of the intersection of the set 𝑋𝑋 and the equivalence classes 
 [𝑥𝑥]𝑅𝑅 to the number of elements of the equivalence class  [𝑥𝑥]𝑅𝑅, and 

𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = | 𝑋𝑋 ∩ [𝑥𝑥]𝑅𝑅 |

| [𝑥𝑥]𝑅𝑅 |
 

is displayed as [5]. 

The approximate membership function is provided as follows 

If 𝑋𝑋 ∩ [𝑥𝑥]𝑅𝑅 = ∅  then   𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = 0, 

If 𝑋𝑋 ∩ [𝑥𝑥]𝑅𝑅 ≠ ∅  then   0 < 𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) < 1, 

If  [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋   then   𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = 1 

Lower, upper approaches, and boundary regions of a rough set X are defined by approximate 

membership function as follows; 

𝑅𝑅(𝑋𝑋) = {𝑥𝑥 ∈ 𝑈𝑈 ∶    𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = 1 } 

𝒙𝒙𝟗𝟗 3 2 1 3 
𝒙𝒙𝟏𝟏𝟏𝟏 2 1 3 4 
𝒙𝒙𝟏𝟏𝟏𝟏 1 2 3 5 
𝒙𝒙𝟏𝟏𝟏𝟏 3 5 4 2 
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obtained. Then the set 𝑋𝑋 cannot be defined with these properties, that is, it is a rough set. 
 
Definition 3.1.8. Let 𝑋𝑋 ≠ ∅  be a set and |𝑋𝑋| be the cardinality (number of elements) of the set 𝑋𝑋. 
Accuracy of approximation (measure of completeness) in the rough set 𝑋𝑋 in the approximation space 

(𝑈𝑈, 𝑅𝑅) is 𝛼𝛼𝑅𝑅(𝑋𝑋) = |𝑅𝑅(𝑋𝑋)|
|𝑅𝑅(𝑋𝑋)| [7]. 

 
3.2. Approximate Membership Function in Rough Set 
In full set theory, the membership of an element to the set takes values of 1 and 0, whereas in rough 
sets, the membership function notation is different. Rough sets can also be defined by taking the 
approximation membership function 𝜇𝜇𝑋𝑋

𝑅𝑅 ∶ 𝑈𝑈 → [0,1] instead of approximations. In the approximate 
membership function, the [𝑥𝑥]𝑅𝑅 equivalence class of the element 𝑥𝑥 and the degree of overlap of the 
set 𝑋𝑋 are measured. 

Definition 3.2.1. Let 𝑋𝑋 ≠ ∅ be a set. Cardinality (number of elements) of the set, |𝑋𝑋| The 
approximate membership function on a rough set 𝑋𝑋 of the approximation space (𝑈𝑈, 𝑅𝑅) is defined as: 
It is the ratio of the number of elements of the intersection of the set 𝑋𝑋 and the equivalence classes 
 [𝑥𝑥]𝑅𝑅 to the number of elements of the equivalence class  [𝑥𝑥]𝑅𝑅, and 

𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = | 𝑋𝑋 ∩ [𝑥𝑥]𝑅𝑅 |

| [𝑥𝑥]𝑅𝑅 |
 

is displayed as [5]. 

The approximate membership function is provided as follows 

If 𝑋𝑋 ∩ [𝑥𝑥]𝑅𝑅 = ∅  then   𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = 0, 

If 𝑋𝑋 ∩ [𝑥𝑥]𝑅𝑅 ≠ ∅  then   0 < 𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) < 1, 

If  [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋   then   𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = 1 

Lower, upper approaches, and boundary regions of a rough set X are defined by approximate 

membership function as follows; 

𝑅𝑅(𝑋𝑋) = {𝑥𝑥 ∈ 𝑈𝑈 ∶    𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = 1 } 

𝒙𝒙𝟗𝟗 3 2 1 3 
𝒙𝒙𝟏𝟏𝟏𝟏 2 1 3 4 
𝒙𝒙𝟏𝟏𝟏𝟏 1 2 3 5 
𝒙𝒙𝟏𝟏𝟏𝟏 3 5 4 2 

𝑅𝑅(𝑋𝑋) = {𝑥𝑥 ∈ 𝑈𝑈 ∶    𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) > 0 } 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) = 𝑅𝑅(𝑋𝑋) − 𝑅𝑅(𝑋𝑋) = {𝑥𝑥 ∈ 𝑈𝑈 ∶ 0 <  𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) < 1 } [5]. 

 
The membership functions satisfy the following properties 

1.   𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = 1 ⇔ 𝑥𝑥 ∈  𝑅𝑅(𝑋𝑋) 

2.   𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) = 0 ⇔ 𝑥𝑥 ∈ 𝑈𝑈 − 𝑅𝑅(𝑋𝑋) 

3.   0 <  𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥) < 1 ⇔ 𝑥𝑥 ∈ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) 

4.   𝜇𝜇𝑈𝑈−𝑋𝑋
𝑅𝑅 (𝑥𝑥) = 1 −  𝜇𝜇𝑋𝑋

𝑅𝑅(𝑥𝑥) , 𝑥𝑥 ∈ 𝑈𝑈 

5.   𝜇𝜇𝑋𝑋∪𝑌𝑌
𝑅𝑅 (𝑥𝑥) ≥ max{  𝜇𝜇𝑋𝑋

𝑅𝑅(𝑥𝑥),  𝜇𝜇𝑌𝑌
𝑅𝑅(𝑥𝑥) } , 𝑥𝑥 ∈ 𝑈𝑈 

6.   𝜇𝜇𝑋𝑋∩𝑌𝑌
𝑅𝑅 (𝑥𝑥) ≤ min {  𝜇𝜇𝑋𝑋

𝑅𝑅(𝑥𝑥),  𝜇𝜇𝑌𝑌
𝑅𝑅(𝑥𝑥) } , 𝑥𝑥 ∈ 𝑈𝑈  [5]. 

 

Example 3.2.1. Using the data of Example 3.1.1, the membership values of each element of set X 
are as follows: 

 𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥1) =  𝜇𝜇𝑋𝑋

𝑅𝑅(𝑥𝑥3) =  𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥10) =  2

3, 

 𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥2) =  𝜇𝜇𝑋𝑋

𝑅𝑅(𝑥𝑥7) =  𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥9) =  1

3, 

 𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥4) = 1 

 𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥5) =  𝜇𝜇𝑋𝑋

𝑅𝑅(𝑥𝑥8) =  𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥12) = 1  

 𝜇𝜇𝑋𝑋
𝑅𝑅(𝑥𝑥6) =  𝜇𝜇𝑋𝑋

𝑅𝑅(𝑥𝑥11) = 0 

Accordingly, with the help of the membership function, the following can be easily written: 

𝑅𝑅(𝑋𝑋) = { 𝑥𝑥4, 𝑥𝑥5, 𝑥𝑥8, 𝑥𝑥12 } 

𝑅𝑅(𝑋𝑋) = { 𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥4, 𝑥𝑥5,𝑥𝑥7, 𝑥𝑥8, 𝑥𝑥9, 𝑥𝑥10, 𝑥𝑥12} 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) = {𝑥𝑥1,𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥7, 𝑥𝑥9, 𝑥𝑥10 }. 
 
4.  SOFT SET THEORY 
        Soft set theory defined by D.A. Molodtsov has found wide repercussion in modern mathematics. 
After the introduction of soft set theory, which gives a new perspective to the precision concepts in 
mathematics, it has been studied topologically, categorically and algebraically by many 
mathematicians [11-13]. In this section, soft set theory defined by D.A. Molodtsov in 1999 is given 
[3]. 

 

4.1 Soft Sets 

Let the set of all subsets of 𝑋𝑋 be 𝑃𝑃(𝑋𝑋)  and 𝐴𝐴 ⊂  𝐸𝐸, where 𝑋𝑋 is a universal set and 𝐸𝐸 is the set of 
parameters. Thus, the definition of a soft set is given as follows: 

 Definition 4.1.1. The pair (𝐹𝐹, 𝐴𝐴) given with any 𝐹𝐹 ∶ 𝐴𝐴            𝑃𝑃(𝑋𝑋) transformation is called a soft set 
on 𝑋𝑋 [4].  For the above definition, it can be said that a soft set on 𝑋𝑋 is a parameterized family of 
subsets of the universal set 𝑋𝑋. For α ∈ 𝐴𝐴, the 𝐹𝐹(𝛼𝛼)  family can be defined as a set of α approximation 
elements of the soft set (𝐹𝐹, 𝐴𝐴) [3]. 

Here, for convenience, a soft set (𝐹𝐹, 𝐴𝐴)  on 𝑋𝑋 will sometimes be denoted by (𝑋𝑋, 𝐹𝐹, 𝐴𝐴). 
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Example 4.1.1. Let the universal set 𝑋𝑋 be the set of trees. Also, let the set of E parameters be defined 
as 𝐸𝐸 =  {apricot, plane tree, old, beautiful, young, pine, walnut, tall}. In this case, a soft set to be 
defined; will indicate trees such as apricot trees, walnut trees, pine trees, plane trees, … etc. 
Suppose there are six trees in the universal set 𝑋𝑋  = {ℎ1 , ℎ2 , ℎ3 , ℎ4 , ℎ5 , ℎ6}. 
For the set 𝐴𝐴 = {𝑒𝑒1,  𝑒𝑒2 ,  𝑒𝑒3 ,  𝑒𝑒4 , 𝑒𝑒5}, 𝑒𝑒1  parameter is 'apricot', 𝑒𝑒2 parameter is ‘plane tree’, 
𝑒𝑒3  parameter is ‘old’, 𝑒𝑒4  parameter is ‘beautiful’, 𝑒𝑒5 parameter is ‘young’ and 
𝐹𝐹(𝑒𝑒1 )  = {ℎ1 ,ℎ3}, 𝐹𝐹(𝑒𝑒2 )  = {ℎ2 ,ℎ4}, 𝐹𝐹(𝑒𝑒3 )  = {ℎ2 ,ℎ3 ,ℎ5}, 𝐹𝐹(𝑒𝑒4 )  = {ℎ1 ,ℎ2 , ℎ4}, 𝐹𝐹(𝑒𝑒5 )  = {ℎ1}                  
be defines as. Here; 

𝐹𝐹(𝑒𝑒1 )  = {ℎ1 ,ℎ3}   apricot trees, 𝐹𝐹(𝑒𝑒2 )  = {ℎ2 ,ℎ4}   plane trees, 𝐹𝐹(𝑒𝑒3 )  = {ℎ2 ,ℎ3 ,ℎ5}   old trees, 
𝐹𝐹(𝑒𝑒4 )  = {ℎ1 ,ℎ2 , ℎ4}   beautiful trees, 𝐹𝐹(𝑒𝑒5 )  = {ℎ1}  young trees. 
Accordingly, the soft set (𝐹𝐹, 𝐴𝐴) is a parameterized {𝐹𝐹(𝑒𝑒i ), i = 1, 2, 3, 4, 5} family of subsets of the 
universal set 𝑋𝑋. 
Thus, the (𝐹𝐹, 𝐴𝐴) soft set (𝐹𝐹, 𝐴𝐴) = {apricot trees = { ℎ1 ,ℎ3 }, plane trees = { ℎ2 ,ℎ4 }, old trees = 
{ℎ2 ,ℎ3 ,ℎ5}, beautiful trees = {ℎ1 ,ℎ2 , ℎ4 }, young trees = { ℎ1 }}. 

Note 4.1.1. As the number of simıltaneously selected parameters in a soft set increases, the 
uncertainty level of subsets classified with these parameters decreases. If a single “apricot” parameter 
is used in example 4.1.1., only “apricot trees” will be classified.  

However, if the “apricot, young and beautiful” parameters are selected at the same time, trees suitable 
for these three characteristics are classified, reduces uncertainty about the properties of trees and the 
resulting soft sets are better defined. In this context, the number of parameters selected and the 
uncertainty level of the set are inversely proportional 

Definition 4.1.2. For two soft sets (𝐹𝐹, 𝐴𝐴) and (𝐻𝐻, 𝐵𝐵) over a common universe 𝑋𝑋, we say that (𝐻𝐻, 𝐵𝐵) 
is a soft subset of (𝐹𝐹, 𝐴𝐴) if 

i. 𝐵𝐵 ⊂  𝐴𝐴 . 
ii. ∀ 𝛼𝛼 ∈ 𝐵𝐵,  𝐻𝐻(𝛼𝛼) and 𝐹𝐹(𝛼𝛼) are identical approximations. 

We write (𝐻𝐻, 𝐵𝐵)   ⊂̃  (𝐹𝐹, 𝐴𝐴) [14]. 

Definition 4.1.3.  Two soft sets (𝐹𝐹, 𝐴𝐴) and (𝐻𝐻, 𝐵𝐵) over a common universe 𝑋𝑋 are said to be soft 
equal if (𝐹𝐹, 𝐴𝐴) is a soft subset of (𝐻𝐻, 𝐵𝐵) and (𝐻𝐻, 𝐵𝐵) is a soft set of (𝐹𝐹, 𝐴𝐴) [15]. 

Example 4.1.2. Let 𝑋𝑋 be universal set and  𝐸𝐸 set of parameters as given in example 4.1.1. and 𝐵𝐵 = 

{𝑒𝑒1 ,𝑒𝑒3} ⊂ 𝐸𝐸 and 𝐴𝐴 = {𝑒𝑒1 ,𝑒𝑒3, 𝑒𝑒4 } ⊂  𝐸𝐸. It is clear that 𝐵𝐵 ⊂  𝐴𝐴. Also, let the (𝐹𝐹, 𝐴𝐴) and (𝐻𝐻, 𝐵𝐵) soft 

sets be given as  

𝐻𝐻(𝑒𝑒1) = { ℎ1 ,ℎ3 } , 𝐻𝐻(𝑒𝑒3 )  = { ℎ2 ,ℎ3 ,ℎ5}, 𝐹𝐹(𝑒𝑒1 )  = { ℎ1 ,ℎ3 } , 𝐹𝐹 (𝑒𝑒3 )  = { ℎ2 ,ℎ3 ,ℎ5} , 𝐹𝐹 (𝑒𝑒4 )  = { 

ℎ1 ,ℎ2 , ℎ4 }, on the 𝑋𝑋 = {ℎ1 , ℎ2 , ℎ3,   ℎ4, ℎ5, ℎ6 } universal. In this case it is clear that 

(𝐻𝐻, 𝐵𝐵)  ⊂̃  (𝐹𝐹, 𝐴𝐴). 

Definition 4.1.4. Let  𝐸𝐸 = {𝑒𝑒1 ,𝑒𝑒2 , 𝑒𝑒3,…𝑒𝑒𝑛𝑛 } be a set of parameters. The NOT set of 𝐸𝐸 denoted by 
˥𝐸𝐸 is defined by ˥𝐸𝐸 = { ˥𝑒𝑒1 ,˥𝑒𝑒2 , ˥𝑒𝑒3, … ˥𝑒𝑒𝑛𝑛 } where ˥𝑒𝑒𝑖𝑖 = 𝑒𝑒𝑖𝑖-, ∀𝑖𝑖 [14].  

The following results are obvious. 
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Example 4.1.1. Let the universal set 𝑋𝑋 be the set of trees. Also, let the set of E parameters be defined 
as 𝐸𝐸 =  {apricot, plane tree, old, beautiful, young, pine, walnut, tall}. In this case, a soft set to be 
defined; will indicate trees such as apricot trees, walnut trees, pine trees, plane trees, … etc. 
Suppose there are six trees in the universal set 𝑋𝑋  = {ℎ1 , ℎ2 , ℎ3 , ℎ4 , ℎ5 , ℎ6}. 
For the set 𝐴𝐴 = {𝑒𝑒1,  𝑒𝑒2 ,  𝑒𝑒3 ,  𝑒𝑒4 , 𝑒𝑒5}, 𝑒𝑒1  parameter is 'apricot', 𝑒𝑒2 parameter is ‘plane tree’, 
𝑒𝑒3  parameter is ‘old’, 𝑒𝑒4  parameter is ‘beautiful’, 𝑒𝑒5 parameter is ‘young’ and 
𝐹𝐹(𝑒𝑒1 )  = {ℎ1 ,ℎ3}, 𝐹𝐹(𝑒𝑒2 )  = {ℎ2 ,ℎ4}, 𝐹𝐹(𝑒𝑒3 )  = {ℎ2 ,ℎ3 ,ℎ5}, 𝐹𝐹(𝑒𝑒4 )  = {ℎ1 ,ℎ2 , ℎ4}, 𝐹𝐹(𝑒𝑒5 )  = {ℎ1}                  
be defines as. Here; 

𝐹𝐹(𝑒𝑒1 )  = {ℎ1 ,ℎ3}   apricot trees, 𝐹𝐹(𝑒𝑒2 )  = {ℎ2 ,ℎ4}   plane trees, 𝐹𝐹(𝑒𝑒3 )  = {ℎ2 ,ℎ3 ,ℎ5}   old trees, 
𝐹𝐹(𝑒𝑒4 )  = {ℎ1 ,ℎ2 , ℎ4}   beautiful trees, 𝐹𝐹(𝑒𝑒5 )  = {ℎ1}  young trees. 
Accordingly, the soft set (𝐹𝐹, 𝐴𝐴) is a parameterized {𝐹𝐹(𝑒𝑒i ), i = 1, 2, 3, 4, 5} family of subsets of the 
universal set 𝑋𝑋. 
Thus, the (𝐹𝐹, 𝐴𝐴) soft set (𝐹𝐹, 𝐴𝐴) = {apricot trees = { ℎ1 ,ℎ3 }, plane trees = { ℎ2 ,ℎ4 }, old trees = 
{ℎ2 ,ℎ3 ,ℎ5}, beautiful trees = {ℎ1 ,ℎ2 , ℎ4 }, young trees = { ℎ1 }}. 

Note 4.1.1. As the number of simıltaneously selected parameters in a soft set increases, the 
uncertainty level of subsets classified with these parameters decreases. If a single “apricot” parameter 
is used in example 4.1.1., only “apricot trees” will be classified.  

However, if the “apricot, young and beautiful” parameters are selected at the same time, trees suitable 
for these three characteristics are classified, reduces uncertainty about the properties of trees and the 
resulting soft sets are better defined. In this context, the number of parameters selected and the 
uncertainty level of the set are inversely proportional 

Definition 4.1.2. For two soft sets (𝐹𝐹, 𝐴𝐴) and (𝐻𝐻, 𝐵𝐵) over a common universe 𝑋𝑋, we say that (𝐻𝐻, 𝐵𝐵) 
is a soft subset of (𝐹𝐹, 𝐴𝐴) if 

i. 𝐵𝐵 ⊂  𝐴𝐴 . 
ii. ∀ 𝛼𝛼 ∈ 𝐵𝐵,  𝐻𝐻(𝛼𝛼) and 𝐹𝐹(𝛼𝛼) are identical approximations. 

We write (𝐻𝐻, 𝐵𝐵)   ⊂̃  (𝐹𝐹, 𝐴𝐴) [14]. 

Definition 4.1.3.  Two soft sets (𝐹𝐹, 𝐴𝐴) and (𝐻𝐻, 𝐵𝐵) over a common universe 𝑋𝑋 are said to be soft 
equal if (𝐹𝐹, 𝐴𝐴) is a soft subset of (𝐻𝐻, 𝐵𝐵) and (𝐻𝐻, 𝐵𝐵) is a soft set of (𝐹𝐹, 𝐴𝐴) [15]. 

Example 4.1.2. Let 𝑋𝑋 be universal set and  𝐸𝐸 set of parameters as given in example 4.1.1. and 𝐵𝐵 = 

{𝑒𝑒1 ,𝑒𝑒3} ⊂ 𝐸𝐸 and 𝐴𝐴 = {𝑒𝑒1 ,𝑒𝑒3, 𝑒𝑒4 } ⊂  𝐸𝐸. It is clear that 𝐵𝐵 ⊂  𝐴𝐴. Also, let the (𝐹𝐹, 𝐴𝐴) and (𝐻𝐻, 𝐵𝐵) soft 

sets be given as  

𝐻𝐻(𝑒𝑒1) = { ℎ1 ,ℎ3 } , 𝐻𝐻(𝑒𝑒3 )  = { ℎ2 ,ℎ3 ,ℎ5}, 𝐹𝐹(𝑒𝑒1 )  = { ℎ1 ,ℎ3 } , 𝐹𝐹 (𝑒𝑒3 )  = { ℎ2 ,ℎ3 ,ℎ5} , 𝐹𝐹 (𝑒𝑒4 )  = { 

ℎ1 ,ℎ2 , ℎ4 }, on the 𝑋𝑋 = {ℎ1 , ℎ2 , ℎ3,   ℎ4, ℎ5, ℎ6 } universal. In this case it is clear that 

(𝐻𝐻, 𝐵𝐵)  ⊂̃  (𝐹𝐹, 𝐴𝐴). 

Definition 4.1.4. Let  𝐸𝐸 = {𝑒𝑒1 ,𝑒𝑒2 , 𝑒𝑒3,…𝑒𝑒𝑛𝑛 } be a set of parameters. The NOT set of 𝐸𝐸 denoted by 
˥𝐸𝐸 is defined by ˥𝐸𝐸 = { ˥𝑒𝑒1 ,˥𝑒𝑒2 , ˥𝑒𝑒3, … ˥𝑒𝑒𝑛𝑛 } where ˥𝑒𝑒𝑖𝑖 = 𝑒𝑒𝑖𝑖-, ∀𝑖𝑖 [14].  

The following results are obvious. 

 

Proposition 4.1.1. [14] 
i. ˥ (˥𝐴𝐴)  =  𝐴𝐴.
ii. ˥ (𝐴𝐴 ∪  𝐵𝐵)  =  (˥𝐴𝐴 ∪  ˥𝐵𝐵).
iii. ˥ (𝐴𝐴 ∩  𝐵𝐵)  =  (˥𝐴𝐴 ∩ ˥𝐵𝐵).

Example 4.1.3. Considering example 4.1.1. ˥𝐸𝐸 = {not apricot, not plane tree, not old, not beautiful, 
not young, not pine, not walnut, not tall}. 

Definition 4.1.5. The complement of a soft set (𝐹𝐹, 𝐴𝐴) is denoted by (𝐹𝐹, 𝐴𝐴)𝑐𝑐  =  (𝐹𝐹𝑐𝑐, ˥𝐴𝐴), where, 
∀ 𝛼𝛼 ∈  ˥𝐴𝐴, 𝐹𝐹𝑐𝑐 :    ˥𝐴𝐴           𝑃𝑃(𝑋𝑋) 
                                  𝛼𝛼 ↦  𝐹𝐹𝑐𝑐(𝛼𝛼) = 𝑋𝑋 –  𝐹𝐹(˥𝛼𝛼)  [14]. 
Let us call 𝐹𝐹𝑐𝑐 to be soft complement function of 𝐹𝐹. The following equations can be easily written: 
(𝐹𝐹𝑐𝑐)𝑐𝑐 = 𝐹𝐹 , ((𝐹𝐹, 𝐴𝐴 )𝑐𝑐)𝑐𝑐 = (𝐹𝐹, 𝐴𝐴) [14]. 

Example 4.1.4. Consider the soft set (𝐹𝐹, 𝐴𝐴) given in example 4.1.1. Its complement is obtained as a 
soft set defined as (𝐹𝐹, 𝐴𝐴)𝑐𝑐 = {trees other than apricots = { ℎ2 , ℎ4, ℎ5, ℎ6 }, trees other than plane tree 
= {ℎ1 , ℎ3, ℎ5,  ℎ6 }, trees other than old = { ℎ1 , ℎ4, ℎ6 }, trees other than beautiful = {ℎ3,ℎ5, ℎ6 },  
trees other than young = { ℎ2 , ℎ3,   ℎ4, ℎ5, ℎ6 }}. 

Definition 4.1.6. A soft set (𝐹𝐹, 𝐴𝐴) over 𝑋𝑋 is said to be a Null soft set denoted by ɸ, if ∀ 𝛼𝛼 ∈ 𝐴𝐴, 
𝐹𝐹(𝛼𝛼) = ∅ [14]. 

Definition 4.1.7. A soft set (𝐹𝐹, 𝐴𝐴)  over 𝑋𝑋 is said to be absolute soft set denoted by 𝐴̃𝐴, if , ∀ 𝛼𝛼 ∈ 𝐴𝐴, 
𝐹𝐹(𝛼𝛼) = 𝑋𝑋. Clearly,  𝐴̃𝐴 𝑐𝑐 = ∅ and  ɸ𝑐𝑐 =  𝐴̃𝐴  [14].  

Definition 4.1.8. A soft set (𝐹𝐹, 𝐴𝐴)  defined on 𝑋𝑋 ×  𝑋𝑋 is called a soft relation on set 𝑋𝑋 [15]. 

Definition 4.1.9. Let the soft set (𝐹𝐹, 𝐴𝐴)  be a soft relation on the set 𝑋𝑋, and let 𝐹𝐹(𝛼𝛼) ≠ ∅ be for  ∀ 𝛼𝛼 
∈ 𝐴𝐴, if 𝐹𝐹(𝛼𝛼) is an equivalence relation on the set 𝑋𝑋, then (𝐹𝐹, 𝐴𝐴)  is called a soft equivalence relation 
on the set 𝑋𝑋 [15]. 
 

5. NEAR SET THEORY 
It can be said that near set theory emerged from the problem of comparing similarities between digital 
images, especially with the development of computer-based technologies. For example, subimages 
of one digital image class may have similar definitions as subimages of another digital image class. 
This theory, proposed by J. F. Peters in 2002, should be understood as a  generalization of the rough 
set theory put forward by Z. Pawlak [2]. Near set theory provides that similar information obtained 
from objects in discrete sets can be used as a method. That is, near set theory is used to observe, 
compare and classify objects [16]. For this, first, functions are assigned to the properties of the 
observed objects. In near set theory, inference functions that represent the distinguishing properties 
of objects are defined from an object to a real number corresponding to the value of the observable 
properties. [17]. 
 
5.1. Near Set 
Definition 5.1.1. Real-valued functions that represent the distinguishing features of perceptual 
objects are called probe functions. [17, 18]. 

Probe functions establish similarities between objects as well as between sets of similar objects. [19]. 
An probe function measures the observed physical characteristics of objects around us. Accordingly, 
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an probe function is a partial function that measures a property. Each of them can be considered as a 
sensor that detects the physical feature to be measured and creates its real-valued counterpart.  

Each feature can be assigned an probe function, or a feature can be measured with more than one 
probe function. The set of probe  functions and the set of perceptual objects form the basis of the 
near set [20].  

Axiom 5.1.1. An object is perceivable if, and only if the object is describable [20]. 

Definition 5.1.2. A perceptual system 〈𝑂𝑂,ℱ〉 consists of a sample space 𝑂𝑂 containing a finite, non-
empty set of sensed sample objects and a non-empty, countable set ℱ containing probe functions 
representing object features [20]. 

Probe functions can be real-valued functions as well as non-real-valued functions. That is, any set 
where 𝑉𝑉 is not empty, 𝑋𝑋 ⊆ 𝑂𝑂 is the set of perceptual objects, the probe function can be defined as 
𝜑𝜑: 𝑋𝑋               𝑉𝑉  [21]. 

Symbol Interpretation 

      ℝ Set of real numbers, 

𝑶𝑶 Set of perceptual objects, 

𝑿𝑿 𝑋𝑋 ⊆ 𝑂𝑂, set of sample objects, 

𝒙𝒙 𝑥𝑥 ∈ 𝑂𝑂, sample object, 

      ℱ A set of functions representing object features, 

𝑩𝑩 𝐵𝐵 ⊆  ℱ, 

𝑳𝑳 Description length, 

𝒊𝒊 𝑖𝑖 ≤ 𝐿𝐿, 𝐿𝐿 ∈  ℤ+, 

 𝝋𝝋𝐢𝐢    𝜑𝜑i   : 𝑂𝑂            ℝ, probe function, 

     Ф Ф: 𝑂𝑂             ℝ𝐿𝐿, Object description 

  Ф (𝒙𝒙) Ф (𝑥𝑥)=(𝜑𝜑1(𝑥𝑥), 𝜑𝜑2(𝑥𝑥), 𝜑𝜑3(𝑥𝑥), … , 𝜑𝜑i(𝑥𝑥), … , 𝜑𝜑𝐿𝐿(𝑥𝑥)) 

Table-1 

In order for computer systems to perceive physical objects existing in the perceptual system, these 
objects must have some mathematical definitions. The definition of an 𝑥𝑥 ∈ 𝑋𝑋 object is determined 
by the function Ф(𝑥𝑥) determined with the help of probe functions. One of the important issues here 
is the selection of the 𝜑𝜑i ∈ 𝐵𝐵 probe functions by considering the properties of the objects to be 
measured. Let 𝐵𝐵 ⊆  ℱ be the set of features to be measured, let the features in set ℝ represent the 
distinguishing features of 𝑥𝑥 ∈ 𝑋𝑋 objects. 

Let 𝜑𝜑i ∈ 𝐵𝐵 be 𝜑𝜑i   : 𝑂𝑂            ℝ. Considering the combination of these probe functions Ф: 𝑂𝑂             ℝ𝐿𝐿 
object description is obtained. This means; Ф(𝑥𝑥)=(𝜑𝜑1(𝑥𝑥), 𝜑𝜑2(𝑥𝑥), 𝜑𝜑3(𝑥𝑥), … , 𝜑𝜑i(𝑥𝑥), … , 𝜑𝜑𝐿𝐿(𝑥𝑥)) is the 
object description with description length |𝜑𝜑i| = 𝐿𝐿. The intuition underlying a description Ф (𝑥𝑥) is a 
recording of measurements from sensors, where each sensor is modelled by a function 𝜑𝜑i  [17]. 
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probe function. The set of probe  functions and the set of perceptual objects form the basis of the 
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representing object features [20]. 

Probe functions can be real-valued functions as well as non-real-valued functions. That is, any set 
where 𝑉𝑉 is not empty, 𝑋𝑋 ⊆ 𝑂𝑂 is the set of perceptual objects, the probe function can be defined as 
𝜑𝜑: 𝑋𝑋               𝑉𝑉  [21]. 
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     Ф Ф: 𝑂𝑂             ℝ𝐿𝐿, Object description 
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Table-1 

In order for computer systems to perceive physical objects existing in the perceptual system, these 
objects must have some mathematical definitions. The definition of an 𝑥𝑥 ∈ 𝑋𝑋 object is determined 
by the function Ф(𝑥𝑥) determined with the help of probe functions. One of the important issues here 
is the selection of the 𝜑𝜑i ∈ 𝐵𝐵 probe functions by considering the properties of the objects to be 
measured. Let 𝐵𝐵 ⊆  ℱ be the set of features to be measured, let the features in set ℝ represent the 
distinguishing features of 𝑥𝑥 ∈ 𝑋𝑋 objects. 

Let 𝜑𝜑i ∈ 𝐵𝐵 be 𝜑𝜑i   : 𝑂𝑂            ℝ. Considering the combination of these probe functions Ф: 𝑂𝑂             ℝ𝐿𝐿 
object description is obtained. This means; Ф(𝑥𝑥)=(𝜑𝜑1(𝑥𝑥), 𝜑𝜑2(𝑥𝑥), 𝜑𝜑3(𝑥𝑥), … , 𝜑𝜑i(𝑥𝑥), … , 𝜑𝜑𝐿𝐿(𝑥𝑥)) is the 
object description with description length |𝜑𝜑i| = 𝐿𝐿. The intuition underlying a description Ф (𝑥𝑥) is a 
recording of measurements from sensors, where each sensor is modelled by a function 𝜑𝜑i  [17]. 

 

 

Example 5.1.1. (Behavioral description in mountaineers) 

𝒙𝒙𝐢𝐢 𝒔𝒔 𝒂𝒂 𝒑𝒑(𝒔𝒔, 𝒂𝒂) 𝒓𝒓 

𝒙𝒙𝟏𝟏 0 1 0.1 0.60 

𝒙𝒙𝟐𝟐 0 2 0.1 0.60 

𝒙𝒙𝟑𝟑 1 3 0.02 0.1 

𝒙𝒙𝟒𝟒 2 1 0.027 0.1 

𝒙𝒙𝟓𝟓 2 4 0.036 0.70 

𝒙𝒙𝟔𝟔 0 2 0.01 0.75 

𝒙𝒙𝟕𝟕 2 4 0.03 0.8 

Table-2 

The mathematical modeling of the climbing behaviors that can be observed in mountaineers is 
possible by using the probe functions assigned to these behaviors. Let 𝑋𝑋 =
{𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥4, 𝑥𝑥5, 𝑥𝑥6, 𝑥𝑥7} ⊆ 𝑂𝑂 be a set of climbers and 𝐵𝐵 = {𝑠𝑠, 𝑎𝑎 𝑝𝑝, 𝑟𝑟} ⊆ ℱ be a set of functions. 

𝑠𝑠: 𝑋𝑋             {0, 1, 2}  the different state values of the state function going to the top of the mountain 
and 𝑎𝑎: 𝑋𝑋            {1, 2, 3, 4}, the action functions modeling the different action styles going to the top 
of the mountain are as shown in Table-3. Let's assume that 𝑟𝑟: 𝑋𝑋            [0, 1] is the reward function 
and 𝑝𝑝(𝑠𝑠, 𝑎𝑎): 𝑆𝑆 x 𝐴𝐴           [0, 1) is the preference function.  

Accordingly, the behavior description can be represented by the probe functions {𝑠𝑠, 𝑎𝑎, 𝑝𝑝(𝑠𝑠, 𝑎𝑎), 𝑟𝑟}. 
Here {s,a,p(s,a),r} respectively; means functions that represent state, action, preference for climbing 
at a state, and reward as a result of climbing. A reward 𝑟𝑟 is observed in state 𝑠𝑠 and results from an 
action 𝑎𝑎 performed in the previous state.  

The preferred action 𝑎𝑎 in state 𝑠𝑠 is calculated using 𝑝𝑝(𝑠𝑠, 𝑎𝑎) + 𝛽𝛽𝛿𝛿(𝑟𝑟, 𝑠𝑠). Here 𝛽𝛽 is the ratio of each 
climber's climbing ability and 𝛿𝛿(𝑟𝑟, 𝑠𝑠) is used to evaluate the quality of an 𝑎𝑎 action. In this case, the 
behavior description of the 𝑥𝑥 ∈ 𝑋𝑋 climber can be modeled as Ф(𝑥𝑥) = {𝑠𝑠(𝑥𝑥), 𝑎𝑎(𝑥𝑥), 𝑉𝑉(𝑠𝑠(𝑥𝑥)), 𝑟𝑟(𝑥𝑥)}. 

The variety or number of an probe function can be increased or decreased to solve the problem under 
consideration. 

 

 

Symbol interpretation 

    ~𝑩𝑩  ~𝑩𝑩 = {(𝑥𝑥, 𝑥𝑥′) ∶ 𝑓𝑓(𝑥𝑥) = 𝑓𝑓(𝑥𝑥′), ∀ 𝑓𝑓 ∈ 𝐵𝐵 }, indiscernibility relation 

[𝒙𝒙]𝐁𝐁    [𝒙𝒙]𝐁𝐁 = {𝑥𝑥′ ∈ 𝑋𝑋 ∶ 𝑥𝑥~𝐵𝐵𝑥𝑥′}, elementary set (class) 

𝑶𝑶/~𝑩𝑩 𝑂𝑂/~𝑩𝑩 = {[𝑥𝑥]B 𝑥𝑥 ∈ 𝑂𝑂}, quotient set 

𝝃𝝃𝑩𝑩 𝜉𝜉𝐵𝐵 =  𝑂𝑂/~𝑩𝑩 

𝚫𝚫𝛗𝛗𝐢𝐢    Δφi   = |φi (𝑥𝑥′) − φi (𝑥𝑥)|, probe function difference 

Table-3 
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Sample objects 𝑋𝑋 ⊆ 𝑂𝑂 are near each other if, and only if the objects have similar descriptions. Each 
φ indicates a distinctive feature of an object. In this case, with 𝑥𝑥, 𝑥𝑥′ ∈ 𝑂𝑂; Δφi    difference Δφi   =
|φi (𝑥𝑥′) − φi (𝑥𝑥)| is defined as. Δφi    difference determines the indiscernibility relation defined by 
Z. Pawlak [22]. 

Definition 5.1.3. (indiscernibility relation): Let 𝑥𝑥, 𝑥𝑥′ ∈ 𝑂𝑂 and 𝐵𝐵 ⊆  ℱ. The relation defined as 
~𝐵𝐵 = {(𝑥𝑥, 𝑥𝑥′) ∈ 𝑂𝑂 × 𝑂𝑂 ∶  ∀ φi ∈ 𝐵𝐵, Δφi = 0} is called the indiscernibility relation on 𝑂𝑂, where i ≤ 
|Ф| (description length) [17]. 

Definition 5.1.4. (Weak nearness relation): Let 〈𝑂𝑂,ℱ〉 be a perceptual system and let 𝑋𝑋, 𝑌𝑌 ⊆ 𝑂𝑂. A 
set 𝑋𝑋 is weakly near to a set 𝑌𝑌 within the perceptual system 〈𝑂𝑂,ℱ〉 (𝑋𝑋 ⋈ℱ 𝑌𝑌) iff there are  𝑥𝑥 ∈ 𝑋𝑋 and 
𝑦𝑦 ∈ 𝑌𝑌 and there is 𝐵𝐵 ⊆  ℱ such that 𝑥𝑥~𝐵𝐵𝑦𝑦 [23]. 

Definition 5.1.5. (Nearness Description Principle) Let 𝐵𝐵 ⊆  ℱ be a set of functions representing 
features of objects 𝑥𝑥, 𝑥𝑥′ ∈ 𝑂𝑂. Objects 𝑥𝑥, 𝑥𝑥′ are minimally near each other if, and only if there exists 
φi ∈ 𝐵𝐵 such that 𝑥𝑥~{φi} 𝑥𝑥′  i.e. Δφi = 0 [17]. 

Definition 5.1.6. (measure of object nearness): Let 𝐵𝐵 ⊆  ℱ be a set of functions representing 
features of objects in 𝑂𝑂. Let 𝑋𝑋, 𝑋𝑋′ ⊆ 𝑂𝑂 denote a set of objects of interest and set of test objects, 
respectively. Let φi ∈ 𝐵𝐵, where i ≤ |𝐵𝐵|. Let  𝜇𝜇𝑋𝑋

𝐵𝐵 : 𝑃𝑃(𝑂𝑂)          [0, 1] denote a capacity function 
defined by    

 𝜇𝜇𝑋𝑋
𝐵𝐵(𝑋𝑋′) =

|{φi ∈ 𝐵𝐵: 𝑥𝑥~{φi}𝑥𝑥′, 𝑥𝑥 ∈ 𝑋𝑋, 𝑥𝑥′ ∈ 𝑋𝑋′}|
|𝐵𝐵|  

[17]. 

Example 5.1.2. Let 𝑂𝑂 be a set of sample vehicles. Let the sets 𝑋𝑋𝐾𝐾, 𝑋𝑋𝐿𝐿 ⊆ 𝑂𝑂 be the set of cars produced 
in factory 𝐾𝐾 and minibuses produced in factory 𝐿𝐿, respectively. Let's assume that the probe functions 
φi ∈ 𝐵𝐵 ⊆  ℱ represent the distinguishing features of the vehicles in 𝑂𝑂. Also, let i ≤ |𝐵𝐵| = 7  and 𝑥𝑥 ∈ 
𝑋𝑋𝐾𝐾 car and 𝑥𝑥′ ∈ 𝑋𝑋𝐿𝐿 minibuse be indiscernible only in terms of φi. In this case, since 𝑥𝑥~{φi} 𝑥𝑥′ for an 

𝑥𝑥 ∈ 𝑋𝑋𝐾𝐾 car and an 𝑥𝑥′ ∈ 𝑋𝑋𝐿𝐿 minibuse,  𝜇𝜇𝑋𝑋𝐾𝐾
𝐵𝐵 (𝑋𝑋𝐿𝐿) = 1

7 .  

The basic idea for object recognition in the near-set approach is the comparison of object 
descriptions. Accordingly, sets 𝑋𝑋 and 𝑋𝑋′ are close to each other if they contain objects with partially 
identical descriptions. 

Definition 5.1.7. Let 𝑋𝑋, 𝑋𝑋′ ⊆ 𝑂𝑂 and 𝐵𝐵 ⊆  ℱ. Set 𝑋𝑋 is near 𝑋𝑋′ if, and only if there exists 𝑥𝑥 ∈ 𝑋𝑋, 𝑥𝑥′ ∈
 𝑋𝑋′, φi ∈ 𝐵𝐵 such that 𝑥𝑥~{φi}𝑥𝑥′ [17]. 

 

6. RELATIONS BETWEEN FUZZY SET, ROUGH SET, SOFT SET AND NEAR SET 
While classical set theories produced solutions for complete and precise problems, the nature of the 
problems has changed in the modern period, and rather incomplete and imprecise problems have 
emerged. As there are differences between fuzzy, rough, soft and near set theories, which are put 
forward to overcome these uncertainties, there are undoubtedly similarities and transitions in many 
respects. In this section, these similarities and transitions will be revealed. 
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Definition 5.1.4. (Weak nearness relation): Let 〈𝑂𝑂,ℱ〉 be a perceptual system and let 𝑋𝑋, 𝑌𝑌 ⊆ 𝑂𝑂. A 
set 𝑋𝑋 is weakly near to a set 𝑌𝑌 within the perceptual system 〈𝑂𝑂,ℱ〉 (𝑋𝑋 ⋈ℱ 𝑌𝑌) iff there are  𝑥𝑥 ∈ 𝑋𝑋 and 
𝑦𝑦 ∈ 𝑌𝑌 and there is 𝐵𝐵 ⊆  ℱ such that 𝑥𝑥~𝐵𝐵𝑦𝑦 [23]. 

Definition 5.1.5. (Nearness Description Principle) Let 𝐵𝐵 ⊆  ℱ be a set of functions representing 
features of objects 𝑥𝑥, 𝑥𝑥′ ∈ 𝑂𝑂. Objects 𝑥𝑥, 𝑥𝑥′ are minimally near each other if, and only if there exists 
φi ∈ 𝐵𝐵 such that 𝑥𝑥~{φi} 𝑥𝑥′  i.e. Δφi = 0 [17]. 

Definition 5.1.6. (measure of object nearness): Let 𝐵𝐵 ⊆  ℱ be a set of functions representing 
features of objects in 𝑂𝑂. Let 𝑋𝑋, 𝑋𝑋′ ⊆ 𝑂𝑂 denote a set of objects of interest and set of test objects, 
respectively. Let φi ∈ 𝐵𝐵, where i ≤ |𝐵𝐵|. Let  𝜇𝜇𝑋𝑋

𝐵𝐵 : 𝑃𝑃(𝑂𝑂)          [0, 1] denote a capacity function 
defined by    

 𝜇𝜇𝑋𝑋
𝐵𝐵(𝑋𝑋′) =

|{φi ∈ 𝐵𝐵: 𝑥𝑥~{φi}𝑥𝑥′, 𝑥𝑥 ∈ 𝑋𝑋, 𝑥𝑥′ ∈ 𝑋𝑋′}|
|𝐵𝐵|  

[17]. 

Example 5.1.2. Let 𝑂𝑂 be a set of sample vehicles. Let the sets 𝑋𝑋𝐾𝐾, 𝑋𝑋𝐿𝐿 ⊆ 𝑂𝑂 be the set of cars produced 
in factory 𝐾𝐾 and minibuses produced in factory 𝐿𝐿, respectively. Let's assume that the probe functions 
φi ∈ 𝐵𝐵 ⊆  ℱ represent the distinguishing features of the vehicles in 𝑂𝑂. Also, let i ≤ |𝐵𝐵| = 7  and 𝑥𝑥 ∈ 
𝑋𝑋𝐾𝐾 car and 𝑥𝑥′ ∈ 𝑋𝑋𝐿𝐿 minibuse be indiscernible only in terms of φi. In this case, since 𝑥𝑥~{φi} 𝑥𝑥′ for an 

𝑥𝑥 ∈ 𝑋𝑋𝐾𝐾 car and an 𝑥𝑥′ ∈ 𝑋𝑋𝐿𝐿 minibuse,  𝜇𝜇𝑋𝑋𝐾𝐾
𝐵𝐵 (𝑋𝑋𝐿𝐿) = 1

7 .  

The basic idea for object recognition in the near-set approach is the comparison of object 
descriptions. Accordingly, sets 𝑋𝑋 and 𝑋𝑋′ are close to each other if they contain objects with partially 
identical descriptions. 

Definition 5.1.7. Let 𝑋𝑋, 𝑋𝑋′ ⊆ 𝑂𝑂 and 𝐵𝐵 ⊆  ℱ. Set 𝑋𝑋 is near 𝑋𝑋′ if, and only if there exists 𝑥𝑥 ∈ 𝑋𝑋, 𝑥𝑥′ ∈
 𝑋𝑋′, φi ∈ 𝐵𝐵 such that 𝑥𝑥~{φi}𝑥𝑥′ [17]. 

 

6. RELATIONS BETWEEN FUZZY SET, ROUGH SET, SOFT SET AND NEAR SET 
While classical set theories produced solutions for complete and precise problems, the nature of the 
problems has changed in the modern period, and rather incomplete and imprecise problems have 
emerged. As there are differences between fuzzy, rough, soft and near set theories, which are put 
forward to overcome these uncertainties, there are undoubtedly similarities and transitions in many 
respects. In this section, these similarities and transitions will be revealed. 

 

 

6.1. The relationship between fuzzy set and soft set 

Proposition 6.1.1. Every fuzzy set can be expressed as a soft set [6]. 

Proof : Let 𝐴𝐴 = {(𝑥𝑥, µ𝐴𝐴(𝑥𝑥)): 𝑥𝑥 ∈ 𝑈𝑈} be a fuzzy set and µ𝐴𝐴 a fuzzy membership function defined 
from the universal set 𝑈𝑈 to the closed interval [0,1]. For the function µ𝐴𝐴 defined by µ𝐴𝐴(𝑥𝑥) =
sup {𝛼𝛼: 𝑥𝑥 ∈  𝐴𝐴(𝛼𝛼)}, consider the family of 𝛼𝛼 -level sets 𝐴𝐴(𝛼𝛼) = {𝑥𝑥 ∈ 𝑈𝑈: µ𝐴𝐴(𝑥𝑥) ≥ 𝛼𝛼}. Accordingly, if 
the 𝐴𝐴 family is known, the µ𝐴𝐴(𝑥𝑥) functions can be found with the equation µ𝐴𝐴(𝑥𝑥) = sup {𝛼𝛼: 𝑥𝑥 ∈
 𝐴𝐴(𝛼𝛼)}. In this case, every fuzzy set 𝐴𝐴 can also be expressed as a soft set as (𝐴𝐴, [0,1]). 

Example 6.1.1 Consider the fuzzy set 𝐴𝐴 in Example 2.1.2: 

𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜(0.3) =  {ℎ1, ℎ2, ℎ5, ℎ6 }, 𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜(0.6) = {ℎ2, ℎ5, ℎ6 }, 

𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜(0.9) = {ℎ5, ℎ6 }, 𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜(1.0) = {ℎ6 }    

𝐷𝐷 = {0.3, 0.6, 0.9, 1.0} ⊆ [0,1] values can be treated as a parameter set such that the mapping 
𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜: 𝐷𝐷            𝑃𝑃(𝑋𝑋)  gives approximate sets of values 𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜(𝛼𝛼) for 𝛼𝛼 ∈ 𝐷𝐷  

Accordingly, the relevant soft set can be written as:  

(𝐴𝐴𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜𝑜𝑜, [0,1]) = {(0.3, {ℎ1, ℎ2, ℎ5, ℎ6 }), (0.6, {ℎ2, ℎ5, ℎ6 }), (0.9, {ℎ5, ℎ6 }), (1.0, {ℎ6 })}. 

6.2. Relationship between rough set and near set 

Proposition 6.2.2. Every Rough set can be expressed as a Near set [24]. 

Proof: Let 〈𝑂𝑂,ℱ〉 be the perceptual system containing perceptual objects, and ℱ represent the 
properties of objects in 𝑂𝑂. Also, let 𝑂𝑂~𝐵𝐵 be all classes in the quotient of 𝑂𝑂 defined by ~𝐵𝐵 for 𝐵𝐵 ⊆ 𝐹𝐹. 
We know that 𝑋𝑋~𝐵𝐵 means equivalence classes of 𝑥𝑥 ∈  𝑂𝑂. For 𝑋𝑋 ⊆ 𝑂𝑂, 𝐵𝐵 ⊆ 𝐹𝐹, an example perceptual 
particle 𝑋𝑋 can be defined with 𝐵𝐵 - lower approximation 𝐵𝐵and 𝐵𝐵 - upper approximation 𝐵𝐵. 

𝐵𝐵(𝑋𝑋) = ⋃ [𝑥𝑥]𝐵𝐵
[𝑥𝑥]𝐵𝐵⊆𝑋𝑋

  

𝐵𝐵(𝑋𝑋) = ⋃ [𝑥𝑥]𝐵𝐵
[𝑥𝑥]𝐵𝐵∩𝑋𝑋≠∅

  

Let 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) = 𝐵𝐵(𝑋𝑋) − 𝐵𝐵(𝑋𝑋)  mean the boundary approximation. A set 𝑋𝑋 is a rough set if 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑋𝑋) 
is not empty. Accordingly, if 𝐵𝐵(𝑋𝑋) − 𝐵𝐵(𝑋𝑋) ≠ ∅  is valid as long as 𝐵𝐵(𝑋𝑋) is a subset of 𝐵𝐵(𝑋𝑋). That 
is, sample 𝑋𝑋 is classified as conjugate and 𝑋𝑋 is considered as a rough set. From the definition of the 
weakly nearness relation 𝐵𝐵(𝑋𝑋) ⋈𝐵𝐵 𝑋𝑋 and 𝐵𝐵(𝑋𝑋) ⋈𝐵𝐵 𝑋𝑋. 
Because it is one of the approximation classes of X that contains objects that match the definition of 
at least one object in X. Therefore, (𝐵𝐵(𝑋𝑋), 𝑋𝑋)) and ( 𝐵𝐵(𝑋𝑋), 𝑋𝑋) pairs are examples of near sets. 

6.3. Relationship between rough set and soft set 

Proposition 6.3.1. Every rough set can be expressed as a soft set. [6]. 

Proof: Let us consider an 𝑋𝑋 set in the universe 𝑈𝑈 and the 𝑅𝑅(𝑋𝑋) rough set of 𝑋𝑋 with an equivalence 
relation 𝑅𝑅. Let's write  𝑝𝑝1(𝑥𝑥)  for  [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋 and  𝑝𝑝2(𝑥𝑥)  for [𝑥𝑥]𝑅𝑅 ∩ 𝑋𝑋 ≠ ∅. In this case, the conditions 
 𝑝𝑝1(𝑥𝑥)  and  𝑝𝑝2(𝑥𝑥) can be treated as elements of a parameter set; 
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ie 𝐸𝐸 = { 𝑝𝑝1(𝑥𝑥), 𝑝𝑝2(𝑥𝑥)} then 𝐹𝐹: 𝐸𝐸           𝑃𝑃(𝑈𝑈); 𝐹𝐹( 𝑝𝑝𝑖𝑖(𝑥𝑥)) = {𝑥𝑥 ∈ 𝑈𝑈:  𝑝𝑝𝑖𝑖(𝑥𝑥) 𝑑𝑑𝑑𝑑ğ𝑟𝑟𝑟𝑟}, the function 𝑖𝑖 ∈
{1, 2} can be written. Therefore, every 𝑅𝑅(𝑋𝑋) rough set of 𝑋𝑋 can be expressed as a soft set as 𝐹𝐹(𝐸𝐸) =
{( 𝑝𝑝1(𝑥𝑥), 𝑅𝑅(𝑋𝑋), (𝑝𝑝2(𝑥𝑥), 𝑅𝑅(𝑋𝑋)}. 

Example 6.3.1. Let's consider example 3.1.1: 𝐸𝐸 = { 𝑝𝑝𝑖𝑖(𝑥𝑥), 𝑝𝑝𝑗𝑗(𝑥𝑥)}  parameter set and let 𝑝𝑝𝑖𝑖(𝑥𝑥) =
 [𝑥𝑥𝑖𝑖]𝑅𝑅, 𝑖𝑖 ∈ {4,5} for  [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋 and 𝑝𝑝𝑗𝑗(𝑥𝑥) =  [𝑥𝑥𝑗𝑗]𝑅𝑅, 𝑗𝑗 ∈ {1,2,4,5} for [𝑥𝑥]𝑅𝑅 ∩ 𝑋𝑋 ≠ ∅.  

𝐹𝐹: 𝐸𝐸           𝑃𝑃(𝑈𝑈) ; For the function 𝐹𝐹(𝑝𝑝∗(𝑥𝑥)) = {𝑥𝑥 ∈ 𝑈𝑈:  𝑝𝑝∗(𝑥𝑥) 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡}, ∗ ∈ {𝑖𝑖, 𝑗𝑗}, each 𝑅𝑅(𝑋𝑋) rough 
set of 𝑋𝑋 can be expressed as a soft set as 𝐹𝐹(𝐸𝐸) = {( 𝑝𝑝𝑖𝑖(𝑥𝑥), 𝑅𝑅(𝑋𝑋), (𝑝𝑝𝑗𝑗(𝑥𝑥), 𝑅𝑅(𝑋𝑋)}. 

6.4. Relationship between near set and soft set 

Proposition 6.4.1 Every family of neighborhoods  may be considered a soft set [25]. 

Proof: Let 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋) be a family of neighbourhoods of 𝑋𝑋 in the universe 𝑂𝑂 with respect to the 
equivalence relation 𝑅𝑅 and probe fuctions 𝑟𝑟. The neighbourhoods of 𝑋𝑋 is defined by a lower 
approximation 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋)  ≠ ∅ and upper approximation 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋)  ≠ ∅. Consider the precidates 
 𝑝𝑝1(𝑥𝑥) = {ℎ1, ℎ2, … , ℎ|𝐵𝐵|} which stands for [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋 is not empty for 𝑟𝑟 ≤ |𝐵𝐵| and  𝑝𝑝2(𝑥𝑥) which 
stands for [𝑥𝑥]𝑅𝑅 ∩ 𝑋𝑋 ≠ ∅. Also 𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋) ≥ 0.  

The conditions  𝑝𝑝1(𝑥𝑥) and  𝑝𝑝2(𝑥𝑥) may be treated as elements of a parameter set; that is 𝐸𝐸 =
{ 𝑝𝑝1(𝑥𝑥), 𝑝𝑝2(𝑥𝑥)}. Then we can write the function 𝐹𝐹: 𝐸𝐸            𝑃𝑃(𝑈𝑈), 𝐹𝐹( 𝑝𝑝𝑖𝑖(𝑥𝑥)) = {𝑥𝑥 ∈
𝑈𝑈:  𝑝𝑝𝑖𝑖(𝑥𝑥) 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡}, 𝑖𝑖 ∈ {1, 2}. 

Thus every family of neighbourhoods 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋) of 𝑋𝑋 may also be considered a soft set with the 
representation (𝐹𝐹, 𝐸𝐸) = {(𝑝𝑝1(𝑥𝑥), 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋), ( 𝑝𝑝2(𝑥𝑥), 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋)}. 

7. Conclusions 
In this study, Fuzzy Set, Rough Set, Soft Set and Near Set theories, which are set theories about the 
solution of complex problems of modern periods, are discussed. Although each set theory was put 
forward to solve a certain problem, it is clear that they also have common points. In this study, the 
similarities and transitions between these set theories are examined and unique examples are given. 
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ie 𝐸𝐸 = { 𝑝𝑝1(𝑥𝑥), 𝑝𝑝2(𝑥𝑥)} then 𝐹𝐹: 𝐸𝐸           𝑃𝑃(𝑈𝑈); 𝐹𝐹( 𝑝𝑝𝑖𝑖(𝑥𝑥)) = {𝑥𝑥 ∈ 𝑈𝑈:  𝑝𝑝𝑖𝑖(𝑥𝑥) 𝑑𝑑𝑑𝑑ğ𝑟𝑟𝑟𝑟}, the function 𝑖𝑖 ∈
{1, 2} can be written. Therefore, every 𝑅𝑅(𝑋𝑋) rough set of 𝑋𝑋 can be expressed as a soft set as 𝐹𝐹(𝐸𝐸) =
{( 𝑝𝑝1(𝑥𝑥), 𝑅𝑅(𝑋𝑋), (𝑝𝑝2(𝑥𝑥), 𝑅𝑅(𝑋𝑋)}. 

Example 6.3.1. Let's consider example 3.1.1: 𝐸𝐸 = { 𝑝𝑝𝑖𝑖(𝑥𝑥), 𝑝𝑝𝑗𝑗(𝑥𝑥)}  parameter set and let 𝑝𝑝𝑖𝑖(𝑥𝑥) =
 [𝑥𝑥𝑖𝑖]𝑅𝑅, 𝑖𝑖 ∈ {4,5} for  [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋 and 𝑝𝑝𝑗𝑗(𝑥𝑥) =  [𝑥𝑥𝑗𝑗]𝑅𝑅, 𝑗𝑗 ∈ {1,2,4,5} for [𝑥𝑥]𝑅𝑅 ∩ 𝑋𝑋 ≠ ∅.  

𝐹𝐹: 𝐸𝐸           𝑃𝑃(𝑈𝑈) ; For the function 𝐹𝐹(𝑝𝑝∗(𝑥𝑥)) = {𝑥𝑥 ∈ 𝑈𝑈:  𝑝𝑝∗(𝑥𝑥) 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡}, ∗ ∈ {𝑖𝑖, 𝑗𝑗}, each 𝑅𝑅(𝑋𝑋) rough 
set of 𝑋𝑋 can be expressed as a soft set as 𝐹𝐹(𝐸𝐸) = {( 𝑝𝑝𝑖𝑖(𝑥𝑥), 𝑅𝑅(𝑋𝑋), (𝑝𝑝𝑗𝑗(𝑥𝑥), 𝑅𝑅(𝑋𝑋)}. 

6.4. Relationship between near set and soft set 

Proposition 6.4.1 Every family of neighborhoods  may be considered a soft set [25]. 

Proof: Let 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋) be a family of neighbourhoods of 𝑋𝑋 in the universe 𝑂𝑂 with respect to the 
equivalence relation 𝑅𝑅 and probe fuctions 𝑟𝑟. The neighbourhoods of 𝑋𝑋 is defined by a lower 
approximation 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋)  ≠ ∅ and upper approximation 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋)  ≠ ∅. Consider the precidates 
 𝑝𝑝1(𝑥𝑥) = {ℎ1, ℎ2, … , ℎ|𝐵𝐵|} which stands for [𝑥𝑥]𝑅𝑅 ⊆ 𝑋𝑋 is not empty for 𝑟𝑟 ≤ |𝐵𝐵| and  𝑝𝑝2(𝑥𝑥) which 
stands for [𝑥𝑥]𝑅𝑅 ∩ 𝑋𝑋 ≠ ∅. Also 𝐵𝐵𝐵𝐵𝐵𝐵𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋) ≥ 0.  

The conditions  𝑝𝑝1(𝑥𝑥) and  𝑝𝑝2(𝑥𝑥) may be treated as elements of a parameter set; that is 𝐸𝐸 =
{ 𝑝𝑝1(𝑥𝑥), 𝑝𝑝2(𝑥𝑥)}. Then we can write the function 𝐹𝐹: 𝐸𝐸            𝑃𝑃(𝑈𝑈), 𝐹𝐹( 𝑝𝑝𝑖𝑖(𝑥𝑥)) = {𝑥𝑥 ∈
𝑈𝑈:  𝑝𝑝𝑖𝑖(𝑥𝑥) 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡}, 𝑖𝑖 ∈ {1, 2}. 

Thus every family of neighbourhoods 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋) of 𝑋𝑋 may also be considered a soft set with the 
representation (𝐹𝐹, 𝐸𝐸) = {(𝑝𝑝1(𝑥𝑥), 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋), ( 𝑝𝑝2(𝑥𝑥), 𝑁𝑁𝑟𝑟(𝐵𝐵)(𝑋𝑋)}. 

7. Conclusions 
In this study, Fuzzy Set, Rough Set, Soft Set and Near Set theories, which are set theories about the 
solution of complex problems of modern periods, are discussed. Although each set theory was put 
forward to solve a certain problem, it is clear that they also have common points. In this study, the 
similarities and transitions between these set theories are examined and unique examples are given. 
 
References 

[1] L. A. Zadeh, Fuzzy Sets, İnformation and Control, 8, 338-353, (1965). 

[2] Z. Pawlak, Rough sets, Int. J. Comput. Inform. Sci., 11:5, 341-356, (1982). 

[3] D. A. Molodtsov, Soft set theory-First results, Comput. Math. Appl., 37, 19-31, (1999). 

[4] Z. Pawlak and J. F. Peters, Jak Blisko (how near), Systemy Wspomagania Decyzji I, 57, 109, 
ISBN: 83-920730-4-5, (2002-2007). 

[5] H., Aktas¸, N., Çağman, Fuzzy and Rough sets, Cankaya University, Journal of Arts and 
Sciences, May, 13-25, (2005). 
[6] H. Aktas and N. Cagman, Soft sets and soft groups, Inform.Sci., 177, 2726-2735, (2007). 

[7] Z. Pawlak, Rough Sets – theoretical aspects of reasoning about data, Boston, London, Dordrecht: 
Kluwer Academic Publishers (1991). 

[8] Z. Suraj, An Introduction to Rough Set Theory and Its Application, Cairo, Egypt, ICENCO’2004, 
December, 27-30, (2004). 

[9] H. Taşbozan, Local Rough sets and Rough Subgroupoids, Ph. D. Thesis, İnönü University, 
Malatya, Türkiye, (2017).  

[10] X. Liang, D. Li, On Rough Subgroup of a Group, Formalized Mathematics, 17, 213-217, 
(2009). 

[11] G. Oguz, M. H. Gursoy and I. Icen, On Soft Topological Categories, Hacet. J. Math. Stat. 
,(2008). 

[12] G. Oguz, I.Icen and M. H. Gursoy, Action of Groups, Commun. Fac. Sci. Univ. Ank. Ser. A 1 
Math. Stat. Volume 68, Number 1, Pages 1163-1174 (2019). 

[13] S. Gecen, I.Icen and A. F. Ozcan, Reflections of global action on soft set theory, master’s thesis 
İnönü University, Malatya, Turkey, (2021). 

[14] P. K. Maji, R. Biswas and R. Roy, Soft set theory, Comput. Math. Appl. , 45(4-5) ,555-562, 
(2003). 
[15] M. I. Ali, A note on soft sets, rough soft sets and fuzzy soft sets, Appl.Soft Comput. , 11, 3329-
3332, (2011). 

[16] M. Pawel, Fundamentals of pattern recognition, 2nd Ed. N. Y.,  Marcel Dekker, Inc., (1993). 

[17] J. F. Peters, Near sets. General theory about nearness of objects, Appl. Math. Sci., 1: 53-56, 
2609-2629, (2007). 

[18] J. F. Peters, Classification of perceptual objects by means of features, Int. J. Info. Technol. 
Intell. Comput., 3:2, 1-35, (2008). 

[19] J. F. Peters and S. Ramanna, Affinities between perceptual granules: Foundations and 
perspectives. In Human-centric information processing through granual modelling sci 182, Eds. A. 
Bargiela and W. Pedrycz, Springer-Verlag, Berlin, (2009). 

[20] S. K. Pal and J. F. Peters, Rough fuzzy Image Analysis. Foundations and Methodologies, CRC 
Press, Taylor- Francis Group, ISBN 13:9781439803295 ISBN 10: 1439803293, (2010). 

[21] L. Polkowski, Rough Sets, Mathematical Foundations, Springer-Verlag, Heidelberg, (2002). 

[22] Z. Pawlak, Classification of objects by means of attributes, Institute for Computer Science, 
Polish Academy of Sciences, Report 429, (1981).  

[23] J. F. Peters, P. Wasilewski, Foundations of near sets, Information Sciences, 179,3091-3109, 
(2009). 

[24] M. Durna, Near sets and the fundamental properties of near sets, Master thesis, cumhuriyet 
University, sivas, (2014). 

[25] H. Taşbozan, İ. İçen, N. Bağırmaz, A. F. Özcan, Soft Sets and Soft Topology on Nearness 
Approximation Spaces, Published by Sciences and Mathematics, Serbia, 31: 13, 4117-4125, 
(2017). 

 



38 8th International Conference on Computational Mathematics and Engineering Sciences
17 – 19 May 2024, Şanlıurfa – Türkiye

Solving A System Of Partial Differential Equations Via A 

Hybrid Method Between Homotopy Analytical Method And 

Chaotic Sine Cosine Algorithm 

   Aytekin Enver 1    Mostafa Raed Najeeb 2    Fatma Ayaz 3    Omar Saber Qasim4   Ahmed Entesar5 

2, 4, 5 Department of Mathematics, College of Computer Sciences and Mathematics, University of 

Mosul, Mosul, Iraq 
1,3Department of Mathematics, Gazi University, Teknikokullar, Ankara, Turkey 

 
1aytekin.enver@gazi.edu.tr     2mostafa.csp115@student.uomosul.edu.iq       3fayaz@gazi.edu.tr         
                         4 omar.saber@uomosul.edu.iq      5ahmed_entesar84@uomosul.edu.iq     

  

Abstract. 

In this paper, a hybrid method was proposed between the homotopy analysis method (HAM) and 

the chaotic sine cosine algorithm (CSCA) for solving systems of partial differential equations (PDEs) 

of two types linear and nonlinear. The chaotic cosine algorithm (CSCA) was used to obtain a better 

value for the homotopy parameter ℎ by relying on a suitable fitness function representing the series 

of solutions for the HAM. The chaotic maps were also adopted in the sine cosine algorithm to obtain 

stability of solutions during processing operations. The proposed method (HAM-CSCA) gives a 

solution that detects reliability and efficiency corresponding to the hypothetical HAM method as well 

as for the HAM-SCA method by computing the maximum absolute error (MAE), mean squared error 

(MSE), and 𝐿𝐿2-Norm of Error. 

 Keywords: Homotopy analytical method, Sine cosine algorithm, Linear and nonlinear partial 

differential equations, Swarm intelligent, Chaotic maps, Adomian Polynomials. 

 1. Introduction. 

   All-natural, physical, engineering, and other phenomena are expressed by modeling them into 

the linear and nonlinear differential equation, these equations differential in the method of solution, 

a few of them can be solved directly, so it was necessary to use approximate methods to address 

problems and arrive at the solution, as the HAM is one of these methods [1, 2]. 
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 1. Introduction. 

   All-natural, physical, engineering, and other phenomena are expressed by modeling them into 

the linear and nonlinear differential equation, these equations differential in the method of solution, 

a few of them can be solved directly, so it was necessary to use approximate methods to address 

problems and arrive at the solution, as the HAM is one of these methods [1, 2]. 

In 1992 the scientist Liao Shijun discovered the Homotopy Analysis Method (HAM) [3, 4], 

which is known as a semi-analytical method based on the use of the symmetry principle to obtain a 

convergent series solution of different types of equations, such as ordinary differential equations, 

partial differential equations, integral equations, Difference Equations and many Other linear and 

nonlinear equations, as this is done by relying on the Homotopy-Maclaurin series. HAM is an 

expansion method that does not depend directly on any parameter small or large, as it uses a parameter 

only at the theoretical level to demonstrate that a nonlinear system can be divided into an infinite set 

of linear systems. It also has the freedom to choose the type of equation in the auxiliary function, the 

initial approximation, and the basic functions, and this enables it to ensure the convergence of the 

series of solutions in solving various equations [5, 6]. The method of homotopy analysis describes a 

kind of continuous difference or distortion in mathematics, for example, that a circle can be 

continuously deformed into a square or oval shape, and a cup of coffee can be distorted continuously 

into a cake shape. In general, the concept of homotopy connects the different things in mathematics 

that have common properties in some of the features[7].    

SCA was introduced by Seyedali Mirjalili in 2016 [8], it is a population-based intelligent 

optimization algorithm.  SCA divides the optimization process into two phases: exploration versus 

exploitation [8]. In the exploration stage, the algorithm groups random solutions into the solution set, 

accompanied by a high rate of randomness, to find the best area in the search space. As for the 

exploitation stage, the focus is on the remaining solution area from the previous stage and researched. 

The random variations of solutions in the exploitation phase are much less than those in the 

exploration phase [8]. In the sine cosine algorithm, the position update equations for the exploration 

and exploitation phases are proposed as follows [9]: 

𝑋𝑋𝑖𝑖
𝑡𝑡+1 = {  𝑋𝑋𝑖𝑖

𝑡𝑡 + 𝑟𝑟1 sin(𝑟𝑟2)|𝑟𝑟3 𝑝𝑝𝑖𝑖
𝑡𝑡 − 𝑋𝑋𝑖𝑖

𝑡𝑡 |       ,       𝑟𝑟4 < 0.5
𝑋𝑋𝑖𝑖

𝑡𝑡 + 𝑟𝑟1 cos(𝑟𝑟2)|𝑟𝑟3 𝑝𝑝𝑖𝑖
𝑡𝑡 −  𝑋𝑋𝑖𝑖

𝑡𝑡|       ,      𝑟𝑟4 ≥ 0.5                                                                      (1) 

Whereas, 𝑋𝑋𝑖𝑖
𝑡𝑡 is the position of the solution in the i-th dimension at iteration t, 𝑝𝑝𝑖𝑖

𝑡𝑡 represents the 

position of the destination point in the i-th dimension  and that 𝑟𝑟1, 𝑟𝑟2, 𝑟𝑟3 and 𝑟𝑟4 represent parameters 

with random values, where the parameter 𝑟𝑟1 determines the regions of the next position which can be 

either in the distance between the solution and the destination or outside it and the parameter 𝑟𝑟2 

determines the extent to which the movement should be towards the destination or outwards, The 

parameter 𝑟𝑟3 gives random destination weights for random confirmation (𝑟𝑟3> 1) or de-focus (𝑟𝑟3 <1) 
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for the destination effect when a distance is specified. Finally, the parameter 𝑟𝑟4  performs equal 

switching between the sine cosine components of function (1) [8, 10].  The exploration and 

exploitation processes in SCA can be represented in Figure 1: 

 
Figure 1: Shows how the SCA works 

Chaotic is defined as a phenomenon that occurs as a result of a simple change in the initial state 

of the system, which will lead to an unstable change in the behavior of that phenomenon in the future 

[11]. This random behavior results from non-linear systems and functions that have values and 

elementary parameters that have a great impact on the occurrence of this Chaotic. The unusual 

(chaotic) behavior of some systems has attracted the attention of many researchers in various 

scientific fields. These chaotic unstable behaviors have been observed in various fields of application. 

From sciences such as engineering, medicine, economics, communications, climate,  etc. [12, 13]. 

Chaotic maps  are one of the modern algorithms or methods that rely on the idea of converting variable 

parameters from hypothetical random values to values that are generated in one of the chaotic ways 

during the search for an optimal solution [8  ,14 ] . Chaotic phenomenon contains three important basic 

characteristics through which the process of controlling dispersion or Chaotic occurring in any given 

system is interpreted, which are the probability of finding a solution, regularity, and random 

characteristics [15, 16]. Recently, chaotic systems have been used instead of random processes in 

many areas, where optimization theory is one of them. The role of randomness in optimization 

algorithms can be played by Chaotic theory, as experimental studies confirm that using chaotic 

diagrams instead of random values gives results that are often clear, stable, and quick to reach the 

optimal solution, although this has not been proven mathematically yet [8, 17]. 

2. General Concepts. 

       In this paragraph, we will mention some important definitions that will be covered in this paper  

2.1 Definition )1 (. 

   The maximum absolute errors MAE is determined by the following formula 
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2. General Concepts. 

       In this paragraph, we will mention some important definitions that will be covered in this paper  

2.1 Definition )1 (. 

   The maximum absolute errors MAE is determined by the following formula 

‖𝑧𝑧𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑦𝑦) − 𝛼𝛼𝑖𝑖(𝑦𝑦)‖∞ = max
𝑎𝑎≤𝑥𝑥≤𝑏𝑏

{|𝑧𝑧𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑦𝑦) − 𝛼𝛼𝑖𝑖(𝑦𝑦)|}                                                                     (2) 

here 𝛼𝛼𝑖𝑖(𝑦𝑦), 𝑖𝑖 = 1,2,…  are the successive estimates of the solution 𝑧𝑧 (𝑦𝑦) [18]. 

2.2 Definition )2 (. 

         Let's have the vectors 𝑥𝑥𝑖𝑖⃗⃗⃗   wher 𝑖𝑖 = 1,2,…, the MSE is a sum  of  the square of the exact solution 

Exact (𝑦𝑦𝑖𝑖) minus the approximate solution divided by the number of iterations 𝑘𝑘 which is as follows 

[19]. 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑘𝑘  ∑ (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑦𝑦𝑖𝑖)𝑘𝑘

𝑖𝑖=1 − ∅(𝑦𝑦𝑖𝑖))2                                                                                              (3) 

2.3 Definition )3 (. 

         The 𝐿𝐿2-Norm of Error is defined as [20]: 

‖∙‖2 = (∫ [𝑦𝑦𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡) − 𝜙𝜙𝑛𝑛(𝑡𝑡)]2𝑑𝑑𝑑𝑑𝑏𝑏
𝑎𝑎 )

1/2
                                                                                              (4) 

2.4 Adomian Polynomials. 

         Will use the Adomian method to solve the non-linear terms from the ordinary DEs  [21].  

When 𝑓𝑓(𝑢𝑢) = 𝑢𝑢𝑢𝑢′′  [22, 23].                                                                                                             (5) 

can use the Adomian method to extend the nonlinear term to the 𝑓𝑓(𝑢𝑢) = 𝑢𝑢𝑢𝑢′′ document using 

  𝑥𝑥0 = 𝑢𝑢0 𝑢𝑢0
′′ 

𝑥𝑥1 = 𝑢𝑢1 𝑢𝑢0
′′ + 𝑢𝑢0 𝑢𝑢1

′′ 

𝑥𝑥2 = 𝑢𝑢2 𝑢𝑢0
′′ + 𝑢𝑢1 𝑢𝑢1

′′ + 𝑢𝑢0 𝑢𝑢2
′′ 

𝑥𝑥3 = 𝑢𝑢3 𝑢𝑢0
′′ + 𝑢𝑢2 𝑢𝑢1

′′ + 𝑢𝑢1 𝑢𝑢2
′′ + 𝑢𝑢0 𝑢𝑢3

′′ 

𝑥𝑥4 = 𝑢𝑢4 𝑢𝑢0
′′ + 𝑢𝑢3 𝑢𝑢1

′′ + 𝑢𝑢2 𝑢𝑢2
′′ + 𝑢𝑢1 𝑢𝑢3

′′ + 𝑢𝑢0 𝑢𝑢4
′′ 

𝑥𝑥5 = 𝑢𝑢5 𝑢𝑢0
′′ + 𝑢𝑢4 𝑢𝑢1

′′ + 𝑢𝑢3 𝑢𝑢2
′′ + 𝑢𝑢2 𝑢𝑢3

′′ + 𝑢𝑢1 𝑢𝑢4
′′ + 𝑢𝑢0 𝑢𝑢5

′′ 

⋮ 
𝑥𝑥𝑛𝑛 = ∑ 𝑢𝑢𝑖𝑖 𝑢𝑢𝑛𝑛−𝑖𝑖

′′𝑛𝑛
𝑖𝑖=0 , 𝑛𝑛 ≥ 𝑖𝑖, 𝑛𝑛 = 0, 1, 2,⋯   

3. Basic Ideas of Homotopy Analysis Method. 

Let we have 𝒩𝒩[𝑢𝑢(𝑡𝑡)] = 𝑔𝑔(𝑡𝑡),                                                                                                                (6) 
where 𝒩𝒩 is a non-linear operator, t denotes the independent variable, 𝑢𝑢(𝑡𝑡) is an unknown function 

and 𝑔𝑔(𝑡𝑡) is a known analytic function. By applying the traditional homotopy method we have [24]:  
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(1 − 𝑞𝑞)ℒ[𝜙𝜙(𝑡𝑡; 𝑞𝑞) − 𝑢𝑢0(𝑡𝑡)] = 𝑞𝑞ℎ{𝒩𝒩[𝜙𝜙(𝑡𝑡; 𝑞𝑞)] − 𝑔𝑔(𝑡𝑡)}                                                                            (7) 
where 𝑞𝑞 ∈ [0,1] is an embedding parameter, ℎ is a non-zero auxiliary function, ℒ is an auxiliary 

linear operator, 𝑢𝑢0(𝑡𝑡) is an initial guess of 𝑢𝑢(𝑡𝑡) and 𝜙𝜙(𝑡𝑡; 𝑞𝑞) is an unknown function. The HAM 

method has great freedom in choosing the auxiliary function, 𝑞𝑞, h, 𝒩𝒩, and ℒ. 

when 𝑞𝑞 = 0  we have  𝜙𝜙(𝑡𝑡; 0) = 𝑢𝑢0(𝑡𝑡)  
and when 𝑞𝑞 = 1  we have 𝜙𝜙(𝑡𝑡; 1) = 𝑢𝑢(𝑡𝑡) 
This means that as 𝑞𝑞 increases from 0 to 1, the solution 𝜙𝜙(𝑡𝑡; 𝑞𝑞) differs from the initial guess 𝑢𝑢0(𝑡𝑡) 

to the solution 𝑢𝑢(𝑡𝑡).  Then by using Taylor's Sequence 

𝜙𝜙(𝑡𝑡; 𝑞𝑞) = 𝑢𝑢0(𝑡𝑡) + ∑ 𝑢𝑢𝑚𝑚(𝑡𝑡)𝑞𝑞𝑚𝑚,+∞
𝑚𝑚=1                                                                                                               (8)  

where 

𝑢𝑢𝑚𝑚 = 1
𝑚𝑚!

𝜕𝜕𝑚𝑚𝜙𝜙(𝑡𝑡;𝑞𝑞)
𝜕𝜕𝑞𝑞𝑚𝑚 |

𝑞𝑞=0
,                                                                                                                                       (9)  

If the auxiliary linear operator, the initial guess, the auxiliary parameter ℎ, and the auxiliary function 

are so properly chosen, then the series (8) converges at 𝑞𝑞 = 1 and we get 

𝜙𝜙(𝑡𝑡; 1) = 𝑢𝑢0(𝑡𝑡) + ∑ 𝑢𝑢𝑚𝑚(𝑡𝑡),+∞
𝑚𝑚=1   

Hence, we substitute for ℎ =  1 

(1 − 𝑞𝑞)ℒ[𝜙𝜙(𝑡𝑡; 𝑞𝑞) − 𝑢𝑢0(𝑡𝑡)] + 𝑞𝑞{𝒩𝒩[𝜙𝜙(𝑡𝑡; 𝑞𝑞)] − 𝑔𝑔(𝑡𝑡)} = 0,                                                                    (10) 
After deriving equation (9) m-times and adjusting the parameter q and then dividing it by 𝑚𝑚! we 

obtain the 𝑚𝑚 deformation equation  

ℒ[𝑢𝑢𝑚𝑚(𝑡𝑡) − 𝜒𝜒𝑚𝑚 𝑢𝑢𝑚𝑚−1(𝑡𝑡)] = ℎ𝑅𝑅𝑚𝑚(𝑢⃗𝑢 𝑚𝑚−1 (𝑡𝑡))                                                                                            (11) 
where 

𝑅𝑅𝑚𝑚(𝑢⃗𝑢 𝑚𝑚−1 (𝑡𝑡)) = 1
(𝑚𝑚−1)!

𝜕𝜕𝑚𝑚−1{𝒩𝒩[𝜙𝜙(𝑡𝑡;𝑞𝑞)]−𝑔𝑔(𝑡𝑡)}
𝜕𝜕𝑞𝑞𝑚𝑚−1 |

𝑞𝑞=0
                                                                                     (12)  

and 

𝜒𝜒𝑚𝑚 = {0, 𝑚𝑚 ≤ 1,
1, 𝑚𝑚 > 1.                          (13) 

4. The Proposed Method HAM-CSCA. 

The proposed method HAM-CSCA is based on solving a system of linear and nonlinear, 

homogeneous and non-homogeneous partial differential equations by using the HAM method with 

the CSCA algorithm, Whereas the hybridization process between SCA and Chaotic maps was used 
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(1 − 𝑞𝑞)ℒ[𝜙𝜙(𝑡𝑡; 𝑞𝑞) − 𝑢𝑢0(𝑡𝑡)] = 𝑞𝑞ℎ{𝒩𝒩[𝜙𝜙(𝑡𝑡; 𝑞𝑞)] − 𝑔𝑔(𝑡𝑡)}                                                                            (7) 
where 𝑞𝑞 ∈ [0,1] is an embedding parameter, ℎ is a non-zero auxiliary function, ℒ is an auxiliary 

linear operator, 𝑢𝑢0(𝑡𝑡) is an initial guess of 𝑢𝑢(𝑡𝑡) and 𝜙𝜙(𝑡𝑡; 𝑞𝑞) is an unknown function. The HAM 

method has great freedom in choosing the auxiliary function, 𝑞𝑞, h, 𝒩𝒩, and ℒ. 

when 𝑞𝑞 = 0  we have  𝜙𝜙(𝑡𝑡; 0) = 𝑢𝑢0(𝑡𝑡)  
and when 𝑞𝑞 = 1  we have 𝜙𝜙(𝑡𝑡; 1) = 𝑢𝑢(𝑡𝑡) 
This means that as 𝑞𝑞 increases from 0 to 1, the solution 𝜙𝜙(𝑡𝑡; 𝑞𝑞) differs from the initial guess 𝑢𝑢0(𝑡𝑡) 

to the solution 𝑢𝑢(𝑡𝑡).  Then by using Taylor's Sequence 

𝜙𝜙(𝑡𝑡; 𝑞𝑞) = 𝑢𝑢0(𝑡𝑡) + ∑ 𝑢𝑢𝑚𝑚(𝑡𝑡)𝑞𝑞𝑚𝑚,+∞
𝑚𝑚=1                                                                                                               (8)  

where 

𝑢𝑢𝑚𝑚 = 1
𝑚𝑚!

𝜕𝜕𝑚𝑚𝜙𝜙(𝑡𝑡;𝑞𝑞)
𝜕𝜕𝑞𝑞𝑚𝑚 |

𝑞𝑞=0
,                                                                                                                                       (9)  

If the auxiliary linear operator, the initial guess, the auxiliary parameter ℎ, and the auxiliary function 

are so properly chosen, then the series (8) converges at 𝑞𝑞 = 1 and we get 

𝜙𝜙(𝑡𝑡; 1) = 𝑢𝑢0(𝑡𝑡) + ∑ 𝑢𝑢𝑚𝑚(𝑡𝑡),+∞
𝑚𝑚=1   

Hence, we substitute for ℎ =  1 

(1 − 𝑞𝑞)ℒ[𝜙𝜙(𝑡𝑡; 𝑞𝑞) − 𝑢𝑢0(𝑡𝑡)] + 𝑞𝑞{𝒩𝒩[𝜙𝜙(𝑡𝑡; 𝑞𝑞)] − 𝑔𝑔(𝑡𝑡)} = 0,                                                                    (10) 
After deriving equation (9) m-times and adjusting the parameter q and then dividing it by 𝑚𝑚! we 

obtain the 𝑚𝑚 deformation equation  

ℒ[𝑢𝑢𝑚𝑚(𝑡𝑡) − 𝜒𝜒𝑚𝑚 𝑢𝑢𝑚𝑚−1(𝑡𝑡)] = ℎ𝑅𝑅𝑚𝑚(𝑢⃗𝑢 𝑚𝑚−1 (𝑡𝑡))                                                                                            (11) 
where 

𝑅𝑅𝑚𝑚(𝑢⃗𝑢 𝑚𝑚−1 (𝑡𝑡)) = 1
(𝑚𝑚−1)!

𝜕𝜕𝑚𝑚−1{𝒩𝒩[𝜙𝜙(𝑡𝑡;𝑞𝑞)]−𝑔𝑔(𝑡𝑡)}
𝜕𝜕𝑞𝑞𝑚𝑚−1 |

𝑞𝑞=0
                                                                                     (12)  

and 

𝜒𝜒𝑚𝑚 = {0, 𝑚𝑚 ≤ 1,
1, 𝑚𝑚 > 1.                          (13) 

4. The Proposed Method HAM-CSCA. 

The proposed method HAM-CSCA is based on solving a system of linear and nonlinear, 

homogeneous and non-homogeneous partial differential equations by using the HAM method with 

the CSCA algorithm, Whereas the hybridization process between SCA and Chaotic maps was used 

to select the best value for auxiliary homotopy parameter and us it in the calculations of the HAM 

method. 

5. Some Applications of HAM-CSCA. 

We will solve three examples of partial differential equations as a linear and non-linear system 

by using the proposed method (HAM-CSCA). 

5.1 Example [25] . 

𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣(𝑥𝑥, 𝑡𝑡)𝑢𝑢𝑥𝑥(𝑥𝑥, 𝑡𝑡) + 𝑢𝑢(𝑥𝑥, 𝑡𝑡) − 1 = 0
𝑣𝑣𝑡𝑡(𝑥𝑥, 𝑡𝑡) + 𝑢𝑢(𝑥𝑥, 𝑡𝑡)𝑣𝑣𝑥𝑥(𝑥𝑥, 𝑡𝑡) + 𝑣𝑣(𝑥𝑥, 𝑡𝑡) − 1 = 0   , 0 < 𝑥𝑥 ≤ 1  , 0 < 𝑡𝑡 ≤ 1    

and the exact solution    

𝑢𝑢𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒𝑥𝑥−𝑡𝑡  
𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒−𝑥𝑥+𝑡𝑡  

and pick out the initial approximation 

𝑢𝑢0(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒𝑥𝑥   

𝑣𝑣0(𝑥𝑥, 𝑡𝑡) = 𝑒𝑒−𝑥𝑥    

then the linear operator )which represents the general solution    (  

ℒ1[𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

ℒ2[𝛽𝛽2(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

  

and the non-linear operator will look like this 

𝒩𝒩1[𝛽𝛽(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 + 𝛽𝛽2(𝑥𝑥, 𝑡𝑡; 𝑞𝑞) 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 + 𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞) − 1 = 0 

𝒩𝒩2[𝛽𝛽(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 + 𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞) 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 + 𝛽𝛽2(𝑥𝑥, 𝑡𝑡; 𝑞𝑞) − 1 = 0
  

and the initial condition 

𝑢𝑢(𝑥𝑥, 0) = 𝑒𝑒𝑥𝑥  
𝑣𝑣(𝑥𝑥, 0) = 𝑒𝑒−𝑥𝑥 

by using an Adomian polynomial we expanding the nonlinear term 𝑣𝑣𝑢𝑢𝑥𝑥, by the following formula: 

∑ 𝑣𝑣𝑗𝑗(𝑥𝑥, 𝑡𝑡)  𝑢𝑢𝑚𝑚−1−𝑗𝑗
′ (𝑥𝑥, 𝑡𝑡) 𝑚𝑚−1

𝑗𝑗=0   

and the nonlinear term 𝑢𝑢𝑣𝑣𝑥𝑥 is as follows: 

∑ 𝑢𝑢𝑗𝑗(𝑥𝑥, 𝑡𝑡)  𝑣𝑣𝑚𝑚−1−𝑗𝑗
′ (𝑥𝑥, 𝑡𝑡)                                                                    𝑚𝑚−1

𝑗𝑗=0   
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where 

𝑅𝑅𝑚𝑚,1 (𝑢𝑢𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) = 𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑡𝑡) + ∑ 𝑣𝑣𝑗𝑗(𝑥𝑥, 𝑡𝑡)  𝑢𝑢𝑗𝑗−1−𝑖𝑖

′ (𝑥𝑥, 𝑡𝑡) 𝑗𝑗−1
𝑖𝑖=0 + 𝑢𝑢(𝑥𝑥, 𝑡𝑡) − 1(1 − χ)     

𝑅𝑅𝑚𝑚,2 (𝑣𝑣𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) = 𝑣𝑣𝑡𝑡(𝑥𝑥, 𝑡𝑡) + ∑ 𝑢𝑢𝑗𝑗(𝑥𝑥, 𝑡𝑡)  𝑣𝑣𝑗𝑗−1−𝑖𝑖

′ (𝑥𝑥, 𝑡𝑡) 𝑗𝑗−1
𝑖𝑖=0 + 𝑣𝑣(𝑥𝑥, 𝑡𝑡) − 1(1 − χ)     

       

by using the 𝑚𝑚-order deformation equation, we get the following iterative formula 

𝑢𝑢𝑚𝑚(𝑥𝑥, 𝑡𝑡) = χ𝑚𝑚−1 𝑢𝑢𝑚𝑚−1(𝑥𝑥, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚(𝑢𝑢𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡))

𝑣𝑣𝑚𝑚(𝑥𝑥, 𝑡𝑡) = χ𝑚𝑚−1 𝑣𝑣𝑚𝑚−1(𝑥𝑥, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚(𝑣𝑣𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) 

after substituting for the value of 𝑚𝑚 =  1,2,3, ⋯ we get the following iterations 

𝑢𝑢1(𝑥𝑥, 𝑡𝑡) = ℎ𝑒𝑒𝑥𝑥𝑡𝑡  

𝑣𝑣1(𝑥𝑥, 𝑡𝑡) = −ℎ𝑒𝑒−𝑥𝑥𝑡𝑡  

𝑢𝑢2(𝑥𝑥, 𝑡𝑡) = ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + 1
2  ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 + ℎ2𝑒𝑒𝑥𝑥𝑡𝑡  

𝑣𝑣2(𝑥𝑥, 𝑡𝑡) = −ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 + 1
2  ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡2 − ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡  

𝑢𝑢3(𝑥𝑥, 𝑡𝑡) = ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 + 2ℎ2 𝑒𝑒𝑥𝑥𝑡𝑡 + 1
6 ℎ3𝑡𝑡3𝑒𝑒𝑥𝑥 + ℎ3𝑡𝑡2𝑒𝑒𝑥𝑥 + ℎ3𝑡𝑡𝑒𝑒𝑥𝑥  

𝑣𝑣3(𝑥𝑥, 𝑡𝑡) = −ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 + ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡2 − 2ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡 − 1
6 ℎ3𝑡𝑡3𝑒𝑒−𝑥𝑥 + ℎ3𝑡𝑡2𝑒𝑒−𝑥𝑥 − ℎ3𝑡𝑡𝑒𝑒−𝑥𝑥 

⋮ 
by collect the previous iterations we get 

𝑢𝑢(𝑥𝑥, 𝑡𝑡) ≈ ∑ 𝑢𝑢𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + 1

2  ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 + ℎ2𝑒𝑒𝑥𝑥𝑡𝑡 + ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 + 2ℎ2 𝑒𝑒𝑥𝑥𝑡𝑡 +
1
6  ℎ3𝑡𝑡3𝑒𝑒𝑥𝑥 + ℎ3𝑡𝑡2𝑒𝑒𝑥𝑥 + ℎ3𝑡𝑡𝑒𝑒𝑥𝑥 + ⋯                                              (14) 

𝑣𝑣(𝑥𝑥, 𝑡𝑡) ≈ ∑ 𝑣𝑣𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ −ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 − ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 + 1

2  ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡2 − ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡 − ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 + ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡2 −
2ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡 − 1

6 ℎ3𝑡𝑡3𝑒𝑒−𝑥𝑥 + ℎ3𝑡𝑡2𝑒𝑒−𝑥𝑥 − ℎ3𝑡𝑡𝑒𝑒−𝑥𝑥 + ⋯                                                          (15) 

The HAM method selects a random value for the auxiliary homotopy parameter ℎ, let ℎ = −1. 

We also use SCA to modify the parameter ℎ and get the following results ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −9.9698 and 

ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −1.0030 for 𝑢𝑢(𝑥𝑥, 𝑡𝑡) and 𝑣𝑣(𝑥𝑥, 𝑡𝑡) respectively. We will also choose another value for the 

parameter ℎ, and get the following results ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =  −0.8005 and ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = −1.1267 for 𝑢𝑢(𝑥𝑥, 𝑡𝑡) and 

𝑣𝑣(𝑥𝑥, 𝑡𝑡) respectively after using CSCA. Then we substitute ℎ𝐻𝐻𝐻𝐻𝐻𝐻 , ℎHAM−SCA, and ℎHAM−CSCA into 

equations (14) and (15). The comparison of the results for 𝑢𝑢HAM(𝑥𝑥, 𝑡𝑡), 𝑢𝑢HAM−SCA(𝑥𝑥, 𝑡𝑡) and 
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where 

𝑅𝑅𝑚𝑚,1 (𝑢𝑢𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) = 𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑡𝑡) + ∑ 𝑣𝑣𝑗𝑗(𝑥𝑥, 𝑡𝑡)  𝑢𝑢𝑗𝑗−1−𝑖𝑖

′ (𝑥𝑥, 𝑡𝑡) 𝑗𝑗−1
𝑖𝑖=0 + 𝑢𝑢(𝑥𝑥, 𝑡𝑡) − 1(1 − χ)     

𝑅𝑅𝑚𝑚,2 (𝑣𝑣𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) = 𝑣𝑣𝑡𝑡(𝑥𝑥, 𝑡𝑡) + ∑ 𝑢𝑢𝑗𝑗(𝑥𝑥, 𝑡𝑡)  𝑣𝑣𝑗𝑗−1−𝑖𝑖

′ (𝑥𝑥, 𝑡𝑡) 𝑗𝑗−1
𝑖𝑖=0 + 𝑣𝑣(𝑥𝑥, 𝑡𝑡) − 1(1 − χ)     

       

by using the 𝑚𝑚-order deformation equation, we get the following iterative formula 

𝑢𝑢𝑚𝑚(𝑥𝑥, 𝑡𝑡) = χ𝑚𝑚−1 𝑢𝑢𝑚𝑚−1(𝑥𝑥, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚(𝑢𝑢𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡))

𝑣𝑣𝑚𝑚(𝑥𝑥, 𝑡𝑡) = χ𝑚𝑚−1 𝑣𝑣𝑚𝑚−1(𝑥𝑥, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚(𝑣𝑣𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) 

after substituting for the value of 𝑚𝑚 =  1,2,3, ⋯ we get the following iterations 

𝑢𝑢1(𝑥𝑥, 𝑡𝑡) = ℎ𝑒𝑒𝑥𝑥𝑡𝑡  

𝑣𝑣1(𝑥𝑥, 𝑡𝑡) = −ℎ𝑒𝑒−𝑥𝑥𝑡𝑡  

𝑢𝑢2(𝑥𝑥, 𝑡𝑡) = ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + 1
2  ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 + ℎ2𝑒𝑒𝑥𝑥𝑡𝑡  

𝑣𝑣2(𝑥𝑥, 𝑡𝑡) = −ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 + 1
2  ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡2 − ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡  

𝑢𝑢3(𝑥𝑥, 𝑡𝑡) = ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 + 2ℎ2 𝑒𝑒𝑥𝑥𝑡𝑡 + 1
6 ℎ3𝑡𝑡3𝑒𝑒𝑥𝑥 + ℎ3𝑡𝑡2𝑒𝑒𝑥𝑥 + ℎ3𝑡𝑡𝑒𝑒𝑥𝑥  

𝑣𝑣3(𝑥𝑥, 𝑡𝑡) = −ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 + ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡2 − 2ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡 − 1
6 ℎ3𝑡𝑡3𝑒𝑒−𝑥𝑥 + ℎ3𝑡𝑡2𝑒𝑒−𝑥𝑥 − ℎ3𝑡𝑡𝑒𝑒−𝑥𝑥 

⋮ 
by collect the previous iterations we get 

𝑢𝑢(𝑥𝑥, 𝑡𝑡) ≈ ∑ 𝑢𝑢𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + 1

2  ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 + ℎ2𝑒𝑒𝑥𝑥𝑡𝑡 + ℎ𝑒𝑒𝑥𝑥𝑡𝑡 + ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 + 2ℎ2 𝑒𝑒𝑥𝑥𝑡𝑡 +
1
6  ℎ3𝑡𝑡3𝑒𝑒𝑥𝑥 + ℎ3𝑡𝑡2𝑒𝑒𝑥𝑥 + ℎ3𝑡𝑡𝑒𝑒𝑥𝑥 + ⋯                                              (14) 

𝑣𝑣(𝑥𝑥, 𝑡𝑡) ≈ ∑ 𝑣𝑣𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ −ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 − ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 + 1

2  ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡2 − ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡 − ℎ𝑒𝑒−𝑥𝑥𝑡𝑡 + ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡2 −
2ℎ2𝑒𝑒−𝑥𝑥𝑡𝑡 − 1

6 ℎ3𝑡𝑡3𝑒𝑒−𝑥𝑥 + ℎ3𝑡𝑡2𝑒𝑒−𝑥𝑥 − ℎ3𝑡𝑡𝑒𝑒−𝑥𝑥 + ⋯                                                          (15) 

The HAM method selects a random value for the auxiliary homotopy parameter ℎ, let ℎ = −1. 

We also use SCA to modify the parameter ℎ and get the following results ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −9.9698 and 

ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −1.0030 for 𝑢𝑢(𝑥𝑥, 𝑡𝑡) and 𝑣𝑣(𝑥𝑥, 𝑡𝑡) respectively. We will also choose another value for the 

parameter ℎ, and get the following results ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =  −0.8005 and ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = −1.1267 for 𝑢𝑢(𝑥𝑥, 𝑡𝑡) and 

𝑣𝑣(𝑥𝑥, 𝑡𝑡) respectively after using CSCA. Then we substitute ℎ𝐻𝐻𝐻𝐻𝐻𝐻 , ℎHAM−SCA, and ℎHAM−CSCA into 

equations (14) and (15). The comparison of the results for 𝑢𝑢HAM(𝑥𝑥, 𝑡𝑡), 𝑢𝑢HAM−SCA(𝑥𝑥, 𝑡𝑡) and 

𝑢𝑢HAM−CSCA(𝑥𝑥, 𝑡𝑡) is shown in Table 1 and Figure 2. And the comparison of the results for 𝑣𝑣HAM(𝑥𝑥, 𝑡𝑡), 
𝑣𝑣HAM−SCA(𝑥𝑥, 𝑡𝑡) and 𝑣𝑣HAM−CSCA(𝑥𝑥, 𝑡𝑡)  is shown in Table 2 and Figure 3. 

Table 1: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 
𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑡𝑡). 

 𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 2.272966𝐸𝐸 − 4 2.068691𝐸𝐸 − 4 1.554491𝐸𝐸 − 6 

MAE 3.817935𝐸𝐸 − 2 3.653315𝐸𝐸 − 2 3.104170𝐸𝐸 − 3 

𝑳𝑳𝟐𝟐-Norm 9.899985𝐸𝐸 − 2 9.403242𝐸𝐸 − 2 1.001665𝐸𝐸 − 2 

Table 2: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 
𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑡𝑡). 

 𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 3.237543𝐸𝐸 − 4 3.034935𝐸𝐸 − 4 1.978733𝐸𝐸 − 6 

MAE 4.670332𝐸𝐸 − 2 4.533904𝐸𝐸 − 2 3.915195𝐸𝐸 − 3 

𝑳𝑳𝟐𝟐-Norm 1.150131𝐸𝐸 − 1 1.108964𝐸𝐸 − 1 9.199385𝐸𝐸 − 3 

 

0.00E+00

5.00E-05

1.00E-04

1.50E-04

2.00E-04

2.50E-04

MSE

HAM HAM-SCA HAM-CHSCA

0.00E+00

5.00E-03

1.00E-02

1.50E-02

2.00E-02

2.50E-02

3.00E-02

3.50E-02

4.00E-02

MAE

HAM HAM-SCA HAM-CHSCA

0.00E+00
1.00E-02
2.00E-02
3.00E-02
4.00E-02
5.00E-02
6.00E-02
7.00E-02
8.00E-02
9.00E-02
1.00E-01

HAM HAM-SCA HAM-CHSCA

𝐿𝐿2 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁



46 8th International Conference on Computational Mathematics and Engineering Sciences
17 – 19 May 2024, Şanlıurfa – Türkiye

Figure 2: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 
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Figure 3: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 

𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑡𝑡). 

5.2 Example [25 ] . 

𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣𝑥𝑥(𝑥𝑥, 𝑡𝑡) − (𝑢𝑢(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣(𝑥𝑥, 𝑡𝑡)) = −2
𝑣𝑣𝑡𝑡(𝑥𝑥, 𝑡𝑡) − 𝑢𝑢𝑥𝑥(𝑥𝑥, 𝑡𝑡) − (𝑢𝑢(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣(𝑥𝑥, 𝑡𝑡)) = −2    ,   0 < 𝑥𝑥 ≤ 1, 0 < 𝑡𝑡 ≤ 1    

and the exact solution    

𝑢𝑢𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑡𝑡) = 1 + 𝑒𝑒𝑥𝑥+𝑡𝑡   
𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑡𝑡) = −1 + 𝑒𝑒𝑥𝑥−𝑡𝑡   

and pick out the initial approximation 

𝑢𝑢0(𝑥𝑥, 𝑡𝑡) = 1 + 𝑒𝑒𝑥𝑥   
𝑣𝑣0(𝑥𝑥, 𝑡𝑡) = −1 + 𝑒𝑒𝑥𝑥   

then the linear operator )which represents the general solution    (  

ℒ1[𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

ℒ2[𝛽𝛽2(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

   

and the non-linear operator will look like this 
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𝒩𝒩1[𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 − 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 − (𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞) − 𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)) + 2 (1 − χ) 

𝒩𝒩2[𝛽𝛽2(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 − 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 − (𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞) − 𝛽𝛽1(𝑥𝑥, 𝑡𝑡; 𝑞𝑞)) + 2 (1 − χ)
  

and the initial condition 

𝑢𝑢(𝑥𝑥, 0) = 1 + 𝑒𝑒𝑥𝑥     
𝑣𝑣(𝑥𝑥, 0) = −1 + 𝑒𝑒𝑥𝑥   

then 

𝑅𝑅𝑚𝑚,1 (𝑢𝑢𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) = 𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣𝑥𝑥(𝑥𝑥, 𝑡𝑡) − (𝑢𝑢(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣(𝑥𝑥, 𝑡𝑡)) + 2(1 − χ)

𝑅𝑅𝑚𝑚,2 (𝑣𝑣𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) = 𝑣𝑣𝑡𝑡(𝑥𝑥, 𝑡𝑡) − 𝑢𝑢𝑥𝑥(𝑥𝑥, 𝑡𝑡) − (𝑢𝑢(𝑥𝑥, 𝑡𝑡) − 𝑣𝑣(𝑥𝑥, 𝑡𝑡)) + 2(1 − χ)

       

by using the 𝑚𝑚-order deformation equation, we get the following iterative formula 

𝑢𝑢𝑚𝑚(𝑥𝑥, 𝑡𝑡) = χ𝑚𝑚−1 𝑢𝑢𝑚𝑚−1(𝑥𝑥, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚(𝑢𝑢𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡))

𝑣𝑣𝑚𝑚(𝑥𝑥, 𝑡𝑡) = χ𝑚𝑚−1 𝑣𝑣𝑚𝑚−1(𝑥𝑥, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚(𝑣𝑣𝑚𝑚−1
→ (𝑥𝑥, 𝑡𝑡)) 

after substituting for the value of 𝑚𝑚 =  1,2,3, ⋯ we get the following iterations 

𝑢𝑢1(𝑥𝑥, 𝑡𝑡) = −ℎ 𝑡𝑡 𝑒𝑒𝑥𝑥 

𝑣𝑣1(𝑥𝑥, 𝑡𝑡) = −ℎ 𝑡𝑡 𝑒𝑒𝑥𝑥  

𝑢𝑢2(𝑥𝑥, 𝑡𝑡) = −ℎe𝑥𝑥𝑡𝑡 − ℎ2e𝑥𝑥𝑡𝑡 + 1
2 ℎ2e𝑥𝑥𝑡𝑡2  

𝑣𝑣2(𝑥𝑥, 𝑡𝑡) = −ℎe𝑥𝑥𝑡𝑡 − ℎ2e𝑥𝑥𝑡𝑡 + 1
2 ℎ2e𝑥𝑥𝑡𝑡2 

⋮ 
by collect the previous iterations we get 

𝑢𝑢(𝑥𝑥, 𝑡𝑡) ≈ ∑ 𝑢𝑢𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ 𝑒𝑒𝑥𝑥 + 1 − ℎ 𝑡𝑡 𝑒𝑒𝑥𝑥 − ℎ𝑒𝑒𝑥𝑥𝑡𝑡 − ℎ2𝑒𝑒𝑥𝑥𝑡𝑡 + 1

2 ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 − ℎ𝑒𝑒𝑥𝑥𝑡𝑡 − 2ℎ2𝑒𝑒𝑥𝑥𝑡𝑡 +
ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 − 1

6 ℎ3𝑒𝑒𝑥𝑥𝑡𝑡3 + ℎ3𝑒𝑒𝑥𝑥𝑡𝑡2 − ℎ3𝑒𝑒𝑥𝑥𝑡𝑡 + ⋯                                                        (16) 

𝑣𝑣(𝑥𝑥, 𝑡𝑡) ≈ ∑ 𝑣𝑣𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ 𝑒𝑒𝑥𝑥 − 1 − ℎ 𝑡𝑡 𝑒𝑒𝑥𝑥 − ℎ𝑒𝑒𝑥𝑥𝑡𝑡 − ℎ2𝑒𝑒𝑥𝑥𝑡𝑡 + 1

2 ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 − ℎ𝑒𝑒𝑥𝑥𝑡𝑡 − 2ℎ2𝑒𝑒𝑥𝑥𝑡𝑡 +
ℎ2𝑒𝑒𝑥𝑥𝑡𝑡2 − 1

6 ℎ3𝑒𝑒𝑥𝑥𝑡𝑡3 + ℎ3𝑒𝑒𝑥𝑥𝑡𝑡2 − ℎ3𝑒𝑒𝑥𝑥𝑡𝑡 + ⋯                                                                      (17) 

The HAM method selects a random value for the auxiliary homotopy parameter ℎ, let ℎ = −1. We 

also use SCA to modify the parameter ℎ and get the following results ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −1.3025 and ℎ𝑆𝑆𝑆𝑆𝑆𝑆 =
−0.0001 for 𝑢𝑢(𝑥𝑥, 𝑡𝑡) and 𝑣𝑣(𝑥𝑥, 𝑡𝑡) respectively. We will also choose another value for the parameter ℎ, 

and get the following results results ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = −1.1267 and ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = −0.0001  for 𝑢𝑢(𝑥𝑥, 𝑡𝑡) and 𝑣𝑣(𝑥𝑥, 𝑡𝑡) 
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respectively after using CSCA. Then we substitute ℎ𝐻𝐻𝐻𝐻𝐻𝐻 , ℎ𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆 , and ℎ𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  into equations 

(16) and (17). The comparison of the results for 𝑢𝑢HAM(𝑥𝑥, 𝑡𝑡), 𝑢𝑢HAM−SCA(𝑥𝑥, 𝑡𝑡) and 𝑢𝑢HAM−CSCA(𝑥𝑥, 𝑡𝑡) is 

shown in   Table 3 and Figure 4. And the comparison of the results for 𝑣𝑣HAM(𝑥𝑥, 𝑡𝑡), 
𝑣𝑣HAM−SCA(𝑥𝑥, 𝑡𝑡) and 𝑣𝑣HAM−CSCA(𝑥𝑥, 𝑡𝑡)  is shown in Table 4 and Figure 5. 

Table 3: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 
𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑡𝑡). 

 𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 4.829846𝐸𝐸 − 4 3.060266𝐸𝐸 − 5 2.465653𝐸𝐸 − 6 

MAE 5.704357𝐸𝐸 − 2 1.408139𝐸𝐸 − 2 4.370446𝐸𝐸 − 3 

𝑳𝑳𝟐𝟐-Norm 1.404773𝐸𝐸 − 1 4.359946𝐸𝐸 − 2 1.026907𝐸𝐸 − 2 

Table 4: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 
𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑡𝑡). 

 𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 1.695472 1.713586𝐸𝐸 − 1 1.713244𝐸𝐸 − 1 

MAE 2.299017 6.321837𝐸𝐸 − 1 6.321205𝐸𝐸 − 1 

𝑳𝑳𝟐𝟐-Norm 11.919946 3.989936 3.949587 
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shown in   Table 3 and Figure 4. And the comparison of the results for 𝑣𝑣HAM(𝑥𝑥, 𝑡𝑡), 
𝑣𝑣HAM−SCA(𝑥𝑥, 𝑡𝑡) and 𝑣𝑣HAM−CSCA(𝑥𝑥, 𝑡𝑡)  is shown in Table 4 and Figure 5. 

Table 3: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 
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MSE 4.829846𝐸𝐸 − 4 3.060266𝐸𝐸 − 5 2.465653𝐸𝐸 − 6 

MAE 5.704357𝐸𝐸 − 2 1.408139𝐸𝐸 − 2 4.370446𝐸𝐸 − 3 

𝑳𝑳𝟐𝟐-Norm 1.404773𝐸𝐸 − 1 4.359946𝐸𝐸 − 2 1.026907𝐸𝐸 − 2 
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MSE 1.695472 1.713586𝐸𝐸 − 1 1.713244𝐸𝐸 − 1 

MAE 2.299017 6.321837𝐸𝐸 − 1 6.321205𝐸𝐸 − 1 

𝑳𝑳𝟐𝟐-Norm 11.919946 3.989936 3.949587 

 

Figure 4: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 

𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑡𝑡) for 𝑣𝑣(𝑥𝑥, 𝑡𝑡) 

 

Figure 5: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑡𝑡), 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑡𝑡) and 

𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑡𝑡). 

5.3 Example [26 ] . 

𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑢𝑢𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 2𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 0
𝑣𝑣𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑣𝑣𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 2𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  = 0
𝑤𝑤𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑤𝑤𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) − 2𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 0

     , 0 < 𝑥𝑥, 𝑦𝑦, 𝑡𝑡 ≤ 1    

and the exact solution    
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𝑢𝑢𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑦𝑦, 0) = 𝑠𝑠𝑠𝑠 𝑛𝑛(𝑥𝑥 + 𝑦𝑦 + 𝑡𝑡)    
𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑦𝑦, 0) = 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥 + 𝑦𝑦 + 𝑡𝑡)     
𝑤𝑤𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑦𝑦, 0) = −𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥 + 𝑦𝑦 + 𝑡𝑡)

   

and pick out the initial approximation 

𝑢𝑢0(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 𝑠𝑠𝑠𝑠 𝑛𝑛(𝑥𝑥 + 𝑦𝑦)    
𝑣𝑣0(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥 + 𝑦𝑦)     
𝑤𝑤0(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥 + 𝑦𝑦)

   

then the linear operator )which represents the general solution    (  

ℒ1[𝛽𝛽1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

ℒ2[𝛽𝛽2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

ℒ3[𝛽𝛽3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽3(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

   

and the non-linear operator will look like this 

𝒩𝒩1[𝛽𝛽1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 + 2𝛽𝛽3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞) = 0
𝒩𝒩2[𝛽𝛽2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 + 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 + 2𝛽𝛽1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞) = 0

𝒩𝒩3[𝛽𝛽3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽3(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝛽𝛽3(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 − 2𝛽𝛽2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞) = 0

  

then 

𝑅𝑅𝑚𝑚,1 (𝑢𝑢𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡)) = 𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑢𝑢𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 2𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)

𝑅𝑅𝑚𝑚,2 (𝑣𝑣𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡)) = 𝑣𝑣𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑣𝑣𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 2𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)   

𝑅𝑅𝑚𝑚,3 (𝑤𝑤𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡)) = 𝑤𝑤𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑤𝑤𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) − 2𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)

       

by using the 𝑚𝑚-order deformation equation, we get the following iterative formula 

𝑢𝑢𝑚𝑚(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = χ𝑚𝑚−1 𝑢𝑢𝑚𝑚−1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚,1(𝑢𝑢𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡)) 

𝑣𝑣𝑚𝑚(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = χ𝑚𝑚−1 𝑣𝑣𝑚𝑚−1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚,2(𝑣𝑣𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡))   

𝑤𝑤𝑚𝑚(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = χ𝑚𝑚−1 𝑤𝑤𝑚𝑚−1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚,3(𝑤𝑤𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡))

after substituting for the value of  

when 𝑚𝑚 =  1,2,3, ⋯ we get the following iterations 

𝑢𝑢1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) 

𝑣𝑣1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦)  
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𝑢𝑢𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑦𝑦, 0) = 𝑠𝑠𝑠𝑠 𝑛𝑛(𝑥𝑥 + 𝑦𝑦 + 𝑡𝑡)    
𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑦𝑦, 0) = 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥 + 𝑦𝑦 + 𝑡𝑡)     
𝑤𝑤𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥, 𝑦𝑦, 0) = −𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥 + 𝑦𝑦 + 𝑡𝑡)

   

and pick out the initial approximation 

𝑢𝑢0(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 𝑠𝑠𝑠𝑠 𝑛𝑛(𝑥𝑥 + 𝑦𝑦)    
𝑣𝑣0(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥 + 𝑦𝑦)     
𝑤𝑤0(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥 + 𝑦𝑦)

   

then the linear operator )which represents the general solution    (  

ℒ1[𝛽𝛽1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

ℒ2[𝛽𝛽2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

ℒ3[𝛽𝛽3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽3(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 = ℒ[𝑐𝑐1 + 𝑐𝑐2𝑡𝑡] = 0

   

and the non-linear operator will look like this 

𝒩𝒩1[𝛽𝛽1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝛽𝛽1(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 + 2𝛽𝛽3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞) = 0
𝒩𝒩2[𝛽𝛽2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 + 𝜕𝜕𝛽𝛽2(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 + 2𝛽𝛽1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞) = 0

𝒩𝒩3[𝛽𝛽3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞)] = 𝜕𝜕𝛽𝛽3(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)
𝜕𝜕𝜕𝜕 + 𝜕𝜕𝛽𝛽3(𝑥𝑥,𝑦𝑦,𝑡𝑡;𝑞𝑞)

𝜕𝜕𝜕𝜕 − 2𝛽𝛽2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡; 𝑞𝑞) = 0

  

then 

𝑅𝑅𝑚𝑚,1 (𝑢𝑢𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡)) = 𝑢𝑢𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑢𝑢𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 2𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)

𝑅𝑅𝑚𝑚,2 (𝑣𝑣𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡)) = 𝑣𝑣𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑣𝑣𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 2𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)   

𝑅𝑅𝑚𝑚,3 (𝑤𝑤𝑖𝑖,𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡)) = 𝑤𝑤𝑡𝑡(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + 𝑤𝑤𝑥𝑥(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) − 2𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)

       

by using the 𝑚𝑚-order deformation equation, we get the following iterative formula 

𝑢𝑢𝑚𝑚(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = χ𝑚𝑚−1 𝑢𝑢𝑚𝑚−1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚,1(𝑢𝑢𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡)) 

𝑣𝑣𝑚𝑚(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = χ𝑚𝑚−1 𝑣𝑣𝑚𝑚−1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚,2(𝑣𝑣𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡))   

𝑤𝑤𝑚𝑚(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = χ𝑚𝑚−1 𝑤𝑤𝑚𝑚−1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) + ℎ 𝐿𝐿−1𝑅𝑅𝑚𝑚,3(𝑤𝑤𝑚𝑚−1
→ (𝑥𝑥, 𝑦𝑦, 𝑡𝑡))

after substituting for the value of  

when 𝑚𝑚 =  1,2,3, ⋯ we get the following iterations 

𝑢𝑢1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) 

𝑣𝑣1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦)  

𝑤𝑤1(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) 

𝑢𝑢2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 1
2 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −

1
2 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦)  

𝑣𝑣2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 1
2 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) +

1
2 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦)  

𝑤𝑤2(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + 1
2 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −

1
2 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦)  

𝑢𝑢3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −
𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 2ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + 2ℎ2 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑥𝑥) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦) + 1

6 𝑡𝑡3ℎ3 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥) 𝑐𝑐𝑐𝑐𝑐𝑐(𝑦𝑦) −
1
6 𝑡𝑡3ℎ3 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦) − 𝑡𝑡2ℎ3 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) 𝑐𝑐𝑐𝑐𝑐𝑐(𝑦𝑦) − 𝑡𝑡2ℎ3 𝑐𝑐𝑐𝑐𝑐𝑐(𝑥𝑥) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦) − ℎ3 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑥𝑥) 𝑐𝑐𝑐𝑐𝑐𝑐(𝑦𝑦) +
ℎ3 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑥𝑥) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦)  

𝑣𝑣3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) +
2ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + 2ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 1

6 𝑡𝑡3ℎ3𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − 1
6 𝑡𝑡3ℎ3𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) −

𝑡𝑡2ℎ3𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + 𝑡𝑡2ℎ3𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠(𝑦𝑦) + ℎ3𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ3𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦)  

𝑤𝑤3(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) = −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −
𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 2ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − 2ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + 1

6 𝑡𝑡3ℎ3𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) +
1
6 𝑡𝑡3ℎ3𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + 𝑡𝑡2ℎ3𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − 𝑡𝑡2ℎ3𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − ℎ3𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −
ℎ3𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦)  
⋮ 
by collect the previous iterations we get 

𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) ≈ ∑ 𝑢𝑢𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ −ℎ𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠(𝑥𝑥) 𝑐𝑐𝑐𝑐 𝑠𝑠(𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡 𝑛𝑛(𝑥𝑥) 𝑠𝑠𝑠𝑠 𝑛𝑛(𝑦𝑦) − ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) +

ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 1
2 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − 1

2 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) +
ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + ⋯                                                (16) 

𝑣𝑣(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) ≈ ∑ 𝑣𝑣𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦)ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) +

ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − 1
2 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) + 1

2 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) +
ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + ⋯                                                        (17) 
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𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) ≈ ∑ 𝑤𝑤𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −

ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + 1
2 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − 1

2 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −
ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + ⋯              (18) 

The HAM method selects a random value for the auxiliary homotopy parameter ℎ, let ℎ = −1. 

We use SCA to modify the parameter ℎ and get the following results ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −9.7861,         ℎ𝑆𝑆𝑆𝑆𝑆𝑆 =
−8.7001  and ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −1.0009 for 𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) respectively. We will also 

choose another value for the parameter ℎ, and get the following results ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = −0.9767, ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =
−1.0973 and ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = −1.0090 for 𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  and 𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) respectively after using CSCA. 

Then we substitute ℎ𝐻𝐻𝐻𝐻𝐻𝐻 , ℎ𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆 , and ℎ𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  into equations (16), (17), and (18). The 

comparison of the results for 𝑢𝑢HAM(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑢𝑢HAM−SCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑢𝑢HAM−CSCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) is shown in   

Table 5 and Figure 6. And the comparison of the results for 𝑣𝑣HAM(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣HAM−SCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 

𝑣𝑣HAM−CSCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  is shown in Table 6 and Figure 7. And also, the comparison of the results for 

𝑤𝑤HAM(𝑥𝑥, 𝑡𝑡), 𝑤𝑤HAM−SCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑤𝑤HAM−CSCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  is shown in Table 7 and Figure 8. 

Table 5: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 
𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  

 𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 3.688611𝐸𝐸 − 5 3.510310𝐸𝐸 − 6 2.434385𝐸𝐸 − 6 

MAE 1.958227𝐸𝐸 − 2 5.602275𝐸𝐸 − 3 4.689733𝐸𝐸 − 3 

𝑳𝑳𝟐𝟐-Norm 3.812055𝐸𝐸 − 2 1.070448𝐸𝐸 − 2 9.380722𝐸𝐸 − 3 

Table 6: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 
𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑡𝑡). 

 𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 2.216491𝐸𝐸 − 4 8.668543𝐸𝐸 − 5 1.900183𝐸𝐸 − 5 

MAE 3.788224𝐸𝐸 − 2 2.606506𝐸𝐸 − 2 1.256750𝐸𝐸 − 2 
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𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) ≈ ∑ 𝑤𝑤𝑠𝑠(𝑥𝑥, 𝑡𝑡)𝑚𝑚
𝑠𝑠=0 ≈ −ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −

ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + 1
2 𝑡𝑡2ℎ2𝑐𝑐𝑐𝑐𝑐𝑐 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) − 1

2 𝑡𝑡2ℎ2𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) − ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑐𝑐𝑐𝑐𝑐𝑐 (𝑦𝑦) −
ℎ2𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥)𝑠𝑠𝑠𝑠𝑠𝑠 (𝑦𝑦) + ⋯              (18) 

The HAM method selects a random value for the auxiliary homotopy parameter ℎ, let ℎ = −1. 

We use SCA to modify the parameter ℎ and get the following results ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −9.7861,         ℎ𝑆𝑆𝑆𝑆𝑆𝑆 =
−8.7001  and ℎ𝑆𝑆𝑆𝑆𝑆𝑆 = −1.0009 for 𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) respectively. We will also 

choose another value for the parameter ℎ, and get the following results ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = −0.9767, ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =
−1.0973 and ℎ𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = −1.0090 for 𝑢𝑢(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  and 𝑤𝑤(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) respectively after using CSCA. 

Then we substitute ℎ𝐻𝐻𝐻𝐻𝐻𝐻 , ℎ𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆 , and ℎ𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  into equations (16), (17), and (18). The 

comparison of the results for 𝑢𝑢HAM(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑢𝑢HAM−SCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑢𝑢HAM−CSCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) is shown in   

Table 5 and Figure 6. And the comparison of the results for 𝑣𝑣HAM(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣HAM−SCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 

𝑣𝑣HAM−CSCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  is shown in Table 6 and Figure 7. And also, the comparison of the results for 

𝑤𝑤HAM(𝑥𝑥, 𝑡𝑡), 𝑤𝑤HAM−SCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑤𝑤HAM−CSCA(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  is shown in Table 7 and Figure 8. 

Table 5: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 
𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  

 𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒖𝒖𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 3.688611𝐸𝐸 − 5 3.510310𝐸𝐸 − 6 2.434385𝐸𝐸 − 6 

MAE 1.958227𝐸𝐸 − 2 5.602275𝐸𝐸 − 3 4.689733𝐸𝐸 − 3 

𝑳𝑳𝟐𝟐-Norm 3.812055𝐸𝐸 − 2 1.070448𝐸𝐸 − 2 9.380722𝐸𝐸 − 3 

Table 6: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 
𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑡𝑡). 

 𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒗𝒗𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 2.216491𝐸𝐸 − 4 8.668543𝐸𝐸 − 5 1.900183𝐸𝐸 − 5 

MAE 3.788224𝐸𝐸 − 2 2.606506𝐸𝐸 − 2 1.256750𝐸𝐸 − 2 

𝑳𝑳𝟐𝟐-Norm 9.721195𝐸𝐸 − 2 5.682170𝐸𝐸 − 2 2.934731𝐸𝐸 − 2 

Table 7: Comparison of MAE, MSE and 𝐿𝐿2-Norm for 𝑤𝑤𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑤𝑤𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 
𝑤𝑤𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑡𝑡). 

 𝒘𝒘𝑯𝑯𝑯𝑯𝑯𝑯(𝒙𝒙, 𝒕𝒕)   𝒘𝒘𝑯𝑯𝑯𝑯𝑯𝑯−𝑺𝑺𝑺𝑺𝑺𝑺(𝒙𝒙, 𝒕𝒕) 𝒘𝒘𝑯𝑯𝑯𝑯𝑯𝑯−𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝒙𝒙, 𝒕𝒕) 

MSE 1.096570𝐸𝐸 − 11 9.453630𝐸𝐸 − 12 2.792484𝐸𝐸 − 12 

MAE 1.815104𝐸𝐸 − 6 1.368468𝐸𝐸 − 6 2.733426𝐸𝐸 − 7 

𝑳𝑳𝟐𝟐-Norm 3.546038𝐸𝐸 − 5 3.242005𝐸𝐸 − 5 1.601926𝐸𝐸 − 5 

 

Figure 6: Comparison between 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑢𝑢𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) 
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Figure 7: Comparison between 𝐿𝐿2 for 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑣𝑣𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) 

 

Figure 8: Comparison  between 𝑤𝑤𝐻𝐻𝐻𝐻𝐻𝐻(𝑥𝑥, 𝑦𝑦, 𝑡𝑡), 𝑤𝑤𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥, 𝑦𝑦, 𝑡𝑡) and 𝑤𝑤𝐻𝐻𝐻𝐻𝐻𝐻−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑡𝑡)  

6. Conclusion 

In this paper, three examples as systems of partial differential equations of two types linear and 

nonlinear are solved by using the hybridization process between HAM and CSCA. The SCA cosine 

algorithms were combined with Chaotic maps to determine the best value of the auxiliary homotopy 

parameter ℎ from the random solution set by relying on a suitable fitness function that represented 

the solution chain for HAM. The reliability and efficiency of the proposed HAM-CSCA method was 

demonstrated by computing a set of measures shown in Tables (1-7) and Figures (2-8), in which the 

maximum absolute error (MAE), mean square error (MSE), and standard error 𝐿𝐿2 criterion were 

calculated. 
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6. Conclusion 

In this paper, three examples as systems of partial differential equations of two types linear and 

nonlinear are solved by using the hybridization process between HAM and CSCA. The SCA cosine 

algorithms were combined with Chaotic maps to determine the best value of the auxiliary homotopy 

parameter ℎ from the random solution set by relying on a suitable fitness function that represented 

the solution chain for HAM. The reliability and efficiency of the proposed HAM-CSCA method was 

demonstrated by computing a set of measures shown in Tables (1-7) and Figures (2-8), in which the 

maximum absolute error (MAE), mean square error (MSE), and standard error 𝐿𝐿2 criterion were 

calculated. 
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Abstract

In this paper, the generalized G′/G-expansion method is em-
ployed to extract new solitary wave solutions for the generalized Za-
kharov–Kuznetsov equation in three dimensions. The proposed tech-
nique are discovered recently to derive the exact solutions for many
other NLPDE that arising in various branches of science and usually
give good results. By applying this method, we obtain novel solutions,
which are expressed in terms hyperbolic, periodic and trigonometric
wave solutions.
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1 Introduction

Partial differential equations describe various nonlinear phenomena in
natural and applied sciences such as, fluid dynamics, plasma physics, solid
state physics, biology, mathematical finance, etc. It is significant impor-
tance to solve the nonlinear partial differential equations (NLPDEs) from
both theoretical and applied fields. One of the most significant nonlinear
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1

phenomenon is the Soliton wave. This wave from was first proposed in the
process of studying fluid physics. In 1834, John Scott Russell made a re-
markable scientific discovery about water waves when he was conducting
experiments to determine the most efficient design for canal boats. In later
years, ıt was named the Solitary wave by D. Korteweg and G. de Vries. In
1965, Zabusky and Kruskal improved the Korteweg de Vries equation (KdV)
and found its stable wave solutions. Also, they showed that these solutions
preserve their shape and velocities after two of them collide, interact and
then spread apart again. Because of these, they named such wave the Soli-
tons. In the past decades, many powerful methods for solving NLPDEs have
been developed, such as the extended F-expansion method [1, 2], the Hirota’s
bilinear method [3], the Jacobi elliptic function expansion method [4, 5], the
extended mapping approach [6], the rational sine–Gordon method [7], the
sine-Gordon expansion method [8], the improved tan(ϕ(η)/2)-expansion ap-
proach [9], Fan sub-equation method [10], the Exp-function method [11], the
modified simple equation method [12], modified Kudryashov method [13],
the Sardar sub-equation method [14], the unified method [15], etc.

The weakly nonlinear ion-acoustic waves in strongly magnetized lossleas
plasma in two-dimension are described by the Zakharov Kuznetsov equation
(ZK). The ZK equation as follow

ut + auux + (uxx + uyy)x = 0

In the present paper, we will seek exact solutions of the following the
generalized Zakharov-Kuznetsov equation in three dimensions given as

Υt + α1Υ
2Υx + β1Υxxx + β2Υxyy + β3Υxzz + α2ΥΥx + β4Υtxx = 0 (1.1)

where αi, βj(i = 1, 2; j = 1, ..., 4) as real constans. Adjusting α1 = β2 =
β3 = β4 = 0 reduces Eq. (1.1) to the KdV equation, while β1 = β3 = α2 = 0
reduces Eq. (1.1) to the (2+1)-dimensional ZK-MEW equation and the
setting β2 = β3 = β4 = 0 reduces Eq. (1.1) to the Gardner equation. In
addition, If β3 = α2 = β4 = 0, then Eq. (1.1) is the mZK equation [16, 18].

In this work, the generalized (G′/G)-expansion method is used to the new
solitons and other solutions for the proposed model [19, 20]. This method
provide a wide variety of solutions. The rest of the paper is organized
as follows. Section 2, brief of the generalized (G′/G)-expansion method
is given. Section 3, solitons and other exact solutions for the governing
equation are obtained.

2
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2 Explanation of the generalized (G′/G)-expansion
method

Let us consider a general NPDE given by

G(Υ,Υt,Υx,Υy,Υz,Υtt,Υxx,Υyy,Υzz...) = 0 (2.1)

which can be converted into an the ordinary differential equation (ODE) of
the following form:

H(q, q′, q′′, ...) = 0 (2.2)

by using the following transformation;

Υ(x, y, z, t) = q(ξ) (2.3)

where ξ = x+ y + z − vt.
We assume that Eq. (2.3) has a solution of the following form

q(ξ) = a0 +



ai


G′

G

i

+ bi


G′

G

σ


1 +

1

µ


G′

G

2


+ ci


G′

G

−i



+di


G′

G

−i+1


σ

1 + 1

µ

�
G′

G

2 (2.4)

where a0, ai, bi, ci, di(i = 1, 2, 3, ...) are contants to be determined later. In
(2.4), σ = ±1 and G = G(ξ) satisfies the following second order linear
ordinary differential equation

G′′ + µG = 0 (2.5)

where µ is a constant. The positive integer n can be find out by homo-
geneous balance method between the nonlinear term and the highest order
derivative of Eq. (2.2) collecting the exponents with the same power of

(G
′

G )k, (G
′

G )k


σ(1 + 1
µ)(

G′

G )2, and then equating them zero seperately, we

will get system of equations for a0, ai, bi, ci, di(i = 1, 2, ..., n) and v. The
general solution of Eq.(2.5) has possible solutions as below

Case 2.1 Trigonometric solution for µ > 0

G′(ξ)

G(ξ)
=

√
−µ

A1 sinh(
√
−µξ) +A2 cosh(

√
−µξ)

A1 cosh(
√
−µξ) +A2 sinh(

√
−µξ)

. (2.6)

3
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3

Case 2.2 Hyperbolic solution for µ < 0

G′(ξ)

G(ξ)
=

√
µ
A1 cos(

√
µξ)−A2 sin(

√
µξ)

A1 sin(
√
µξ) +A2 cos(

√
µξ)

. (2.7)

Case 2.3 Rational solution for µ = 0

G′(ξ)

G(ξ)
=

A1

A1ξ +A2
. (2.8)

In Eq.(2.6), (2.7) and (2.8), A1, A2 are constants.

3 Mathematical Computation

Substituting Eq.(2.3) into Eq.(1.1), we get

(v − q(α1q + α2))q
′ − (β1 + β2 + β3 − vβ4)q

′′′ = 0. (3.1)

This, after integrating of Eq.(3.1) yields

vq − 1

3
α1q

3 − 1

2
α2q

2 − (β1 + β2 + β3 − vβ4)q
′′ = 0. (3.2)

In Eq. (3.2), the homogeneous balancing constant n = 1 between q′′ and q3.
Thus, the solution is given as follows;

q(ξ) = a0+a1

(
G′

G

)
+b1

√√√√σ

(
1 +

1

µ

(
G′

G

)2
)
+c1

(
G′

G

)−1

+di
1√

σ
(
1 + 1

µ

(
G′

G

)2) .

(3.3)
Substituting Eq.(3.3) along with Eq.(2.5) into Eq.(3.2), and all coefficients of

each order (G
′

G )k and (G
′

G )k
√
σ(1 + 1

µ)(
G′

G )2, yields a set of over determined

algebraic equation system. We can obtain the following results:

Family 1: α1 ̸= 0, α2 = 0, v = 2(β1µ+β2µ+β3µ)
2β4µ+1 , 1 + 2β4µ ̸= 0, a0 = a1 =

b1 = d1 = 0, c1 = ± i
√
3
√
µ
√
v√

α1
, γ =

√
β1µ+β2µ+β3µ

2β4µ+1 , we obtain the solutions

4



62 8th International Conference on Computational Mathematics and Engineering Sciences
17 – 19 May 2024, Şanlıurfa – Türkiye

When µ < 0,

Υ1,1(x, y, z, t) =
i
√
6
√
µγ (A2 sinh (

√
−µ(x+ y + z − vt)) +A1 cosh (

√
−µ(x+ y + z − vt)))

√
α1

√
−µ (A1 sinh (

√
−µ(x+ y + z − vt)) +A2 cosh (

√
−µ(x+ y + z − vt)))

.

(3.4)
When µ > 0

Υ1,2(x, y, z, t) =
i
√
6γ

(
A1 sin

(√
µ(x+ y + z − vt)

)
+A2 cos

(√
µ(x+ y + z − vt)

))
√
α1

(
A1 cos

(√
µ(x+ y + z − vt)

)
−A2 sin

(√
µr

)) .

(3.5)

Family 2: µ =
α2
2

4(α2
2β4+6α1β1+6α1β2+6α1β3)

, v = 4(β1µ+β2µ+β3µ)
4β4µ−1 , α2 ̸=

0, a0 =
3v
α2
, a1 = b1 = d1 = 0, c1 = ±ia0

√
µ, we obtain the solutions

When µ < 0, for γ1 =

√
− α2

2

α2
2β4+6α1(β1+β2+β3)

Υ2,1(x, y, z, t) =
1

2α1γ1((A1 sinh((
1
2γ1(−vt + x+ y + z))) +A2 cosh((

1
2γ1(−vt + x+ y + z)))

−(α2((A1

(
γ1 sinh((

1

2
γ1(−vt + x+ y + z)

)
+iγ1 cosh((

1

2
γ1(−vt+x+y+z)))

+A2((γ1 cosh((
1

2
γ1(−vt + x+ y + z))) + iγ1 sinh((

1

2
γ1(−vt + x+ y + z))))).

(3.6)

When µ > 0, for γ2 =
√
α2
2β4 + 6α1 (β1 + β2 + β3)

Υ2,2(x, y, z, t) = − α2 (A1 + iA2) e
1
2
i

√
α2
2

γ2
(−vt+x+y+z)

2α1

(
A1 cos

(
α2(−vt+x+y+z)

2γ2

)
−A2 sin

(
1
2

√
α2
2

γ2
(−vt + x+ y + z)

)) .

(3.7)
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√
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1
2
i

√
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2

γ2
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2α1

(
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(
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2γ2

)
−A2 sin
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1
2

√
α2
2

γ2
(−vt + x+ y + z)

)) .
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5

Family 3: β1 = 1, α2 = 0, v = 8(β2µ+β3µ+µ)
8β4µ+1 , a0 = b1 = d1 = 0, a1 =

±
√
6
√
−β2−β3+β4v−1√

α1
, c1 = a1µ(−16β2µ−16β3µ−16µ+16β4µv−v)

3v , γ1 =
√

−β2+β3+1
8β4µ+1 ,

we obtain the solutions

When µ < 0,

Υ3,1(x, y, z, t) =
1

√
α1

(
2A1A2 cos

(
2
√
µ(−vt + x+ y + z)

)
+

(
A2

1 +A2
2

)
sinh (2

√
−µ(−vt + x+ y + z))

)

2
√
6γ1

√
−µ

((
A2

1 +A2
2

)
cos (2

√
µ(−vt + x+ y + z)) + 2A1A2 sinh

(
2
√
−µ(−vt + x+ y + z)

))
.

(3.8)

When µ > 0,

Υ3,2(x, y, z, t) =
1

√
α1

((
A2

1 −A2
2

)
sin

(
2
√
µ(−vt + x+ y + z)

)
+ 2A1A2 cos

(
2
√
µ(−vt + x+ y + z)

))

2γ1
√

6µ
((
A2

1 −A2
2

)
cos (2

√
µ(−vt + x+ y + z))− 2A1A2 sin (2

√
µ(−vt + x+ y + z))

)
.

(3.9)

Family 4: β1 = −β2 − β3, α2 = 0, µ = − 1
2β4

, a0 = a1 = b1 = d1 =

0, c1 =
i
√
3
√
µ
√
v√

α1
, we obtain the solutions
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When µ > 0,
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4 Conclusion

In this paper, a generalized (G′/G) -expansion method is used to obtain more
general exact solutions of the generalized Zakharov-Kuznetsov equation. As
a result, exact wave solutions are obtained including hyperbolic function
solutions, trigonometric function solutions and periodic solutions. The paper
shows that the generalized (G′/G) -expansion method is direct, effective and
can be used for many other NLEEs in mathematical physics.
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Abstract

As populations expand, meeting the increasing need for electrical energy is becoming 
increasingly difficult. Electrical energy obtained from fossil fuels causes environmental 
pollution. Additionally, the load increase makes main grid control difficult. In this study, the 
DC microgrid design, which consists of distributed generation units, has been implemented. 
The designed DC microgrid feeds three different loads, including the critical load. For DC bus 
voltage regulation, a fuzzy logic controller is proposed in the control structure of DC/AC
converters. This control strategy is evaluated against conventional P, PI, and PID control 
structures. It is observed that the fuzzy logic controller performs more effectively when the DC 
microgrids operate standalone or grid-connected with the main grid.

Keywords: DC microgrid system, Fuzzy logic, DC bus voltage, PID

1. INTRODUCTION

Energy is of great importance for the survival of the human race. As the population 
increases rapidly, electrical energy needs also increase [1]. Electrical energy is generally 
obtained from fossil fuels such as coal, oil and natural gas. It is rapidly depleting due to the 
constant use of fossil fuels [2,3]. In addition, using these fuels increases the emission of carbon 
dioxide and other greenhouse gases and further deepens the global warming problem [3-5]. 
Renewable energy sources (RES) offer an alternative solution to energy needs and climate 
change problems. RESs such as solar, wind, geothermal, and hydroelectric are frequently 
preferred due to their ease of accessibility. These sources are environmentally friendly as they 
provide clean energy, but their intermittency may cause some difficulties for the grid [6-8].

Microgrids (MGs) consist of distributed energy resources (DERs), energy storage 
systems, and a variety of load types. In remote or geographically challenging areas where the 
main grid is inaccessible, MGs, equipped with photovoltaic (PV) panels, wind turbines (WT), 
and diesel generators (DG), can independently satisfy the energy demands of those areas [9,10].
Additionally, MGs, which operate in grid-connected and standalone modes, are particularly 
advantageous as they can be installed proximate to consumers [11]. MGs are categorized into 
two primary types: AC and DC. In AC MGs, a significant portion of the power transferred to 
consumers is consumed by the converters. Comparatively, DC MGs are noted for their simpler 
control structures and generally higher efficiency [12]. The lack of a reactive component in DC 



70 8th International Conference on Computational Mathematics and Engineering Sciences
17 – 19 May 2024, Şanlıurfa – Türkiye

MGs results in lower line losses than in AC MGs. DER units are only connected to the DC bus,
so each can be controlled more efficiently [13].

In MGs, the electrical energy production of DER units and the energy demand of 
consumers vary. Therefore, it isn't easy to balance the power produced and consumed. This 
situation causes voltage fluctuations in MGs. To ensure the voltage stability of MGs, the most 
appropriate control methods should be applied, considering the characteristics of DERs and 
energy storage systems (ESS) [14]. Recently, researchers have been working to improve these 
control methods. Recent research has focused on enhancing these control strategies. Yousuf et 
al. compared a self-tuning fuzzy PID controller with a conventional PID controller for 
frequency stabilization in MGs, finding that the fuzzy PID controller offered superior 
performance in managing frequency deviations [15]. In another study, Sun designed a fuzzy 
neural PID controller with particle swarm optimization to provide voltage control of DC MGs. 
According to the simulation results, it has been observed that the proposed controller performs 
better than the conventional PID controller [16]. Hussein et al. designed a fuzzy PI controller 
for voltage control in islanded DC MGs. The proposed controller has been tested in different 
voltage references, and successful results have been obtained [17].

In this study, an islanded DC MG containing various loads, fed by PV arrays, WT, DG, 
and ESS, has been created. A total of 3 loads have been determined, one of which was the 
critical load. By using energy management systems, the uninterrupted feeding of the critical 
load is ensured. In addition, it is aimed to keep the DC bus voltage regulation, which is an 
important parameter in MGs, optimally within critical limits. Thus, fuzzy logic controller (FLC)
is proposed in the control structure of the DC/AC converter. The proposed controller is 
compared with conventional P, PI and PID controllers.

2. DC MICROGRID SYSTEM 

In this study, an islanded DC MG has been established, incorporating PV arrays, WT, 
DG, ESS, and loads. Each power source is connected to the DC bus: PV arrays via DC/DC 
converters, WTs through AC/DC converters, ESS via bidirectional DC/DC converters, and DGs 
using AC/DC converters. Three AC loads, including one critical load, are powered using a 
DC/AC converter connected to the DC bus. The configuration of the DC MG is depicted in 
Figure 1. Additionally, the specifications of the DC bus and the loads are detailed in Table 1.

 

Fig. 1. Block diagram of the designed DC MG system
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Table 1. Parameters of DC microgrid and loads

Equipment Parameter Value
DC grid DC bus voltage

Line resistance
𝑉𝑉𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 400𝑉𝑉𝑉𝑉
𝑅𝑅𝑅𝑅𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 0.01Ω

Loads Critical load act. pwr
Critical load react. pwr
Load1 act. pwr
Load1 react. pwr
Load2 active pwr
Load2 reactive pwr

𝑃𝑃𝑃𝑃𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐 = 4𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 100𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃1 = 5𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑄𝑄𝑄𝑄𝐶𝐶𝐶𝐶1 = 100𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃2 = 6𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿2 = 250𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑅𝑅𝑅𝑅

2.1. Photovoltaic Array

PV cells consist of a combination of a current source, series and parallel connected 
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(1)

In this equation, 𝐼𝐼𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 is the output current of the PV array, 𝐼𝐼𝐼𝐼𝑜𝑜𝑜𝑜 is the saturation current, 
𝐼𝐼𝐼𝐼𝑝𝑝𝑝𝑝ℎ is the current produced by solar radiation, 𝑉𝑉𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 is the voltage of the PV array, 𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐 is the 
thermal voltage, 𝑁𝑁𝑁𝑁𝑝𝑝𝑝𝑝 is the number of parallel cells, 𝑁𝑁𝑁𝑁𝑠𝑠𝑠𝑠 is the number of series cells, 𝛼𝛼𝛼𝛼 is the 
ideality factor, 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑠𝑠𝑠𝑠 is the series shunt internal resistance and 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠ℎ𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 represents the parallel 
internal resistance. The characteristics of the PV array used for DC MG are given in Table 2.

Table 2. Parameters of photovoltaic array

Parameter Value
Voltage at the mpp
Current at the mpp
Maximum power at 1000 W/m2 solar irradiance
Cell per module
Light-generated current
Short-circuit current
Open circuit voltage
Diode saturation current

𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 54.7𝑉𝑉𝑉𝑉
𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 5.49𝑉𝑉𝑉𝑉
𝑃𝑃𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 6𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑁𝑁𝑁𝑁𝑠𝑠𝑠𝑠 = 20
𝐼𝐼𝐼𝐼𝐿𝐿𝐿𝐿 = 5.9004𝑉𝑉𝑉𝑉
𝐼𝐼𝐼𝐼𝑆𝑆𝑆𝑆𝐶𝐶𝐶𝐶 = 5.87𝑉𝑉𝑉𝑉
𝑉𝑉𝑉𝑉𝑂𝑂𝑂𝑂𝐶𝐶𝐶𝐶 = 64𝑉𝑉𝑉𝑉
𝐼𝐼𝐼𝐼0 = 6.2104𝑒𝑒𝑒𝑒−11𝑉𝑉𝑉𝑉

2.2. Wind Turbine

Various generators can be employed in wind turbines, among which the Permanent 
Magnet Synchronous Generator (PMSG) is a notable option. The absence of a brush mechanism 
and winding losses characterizes this generator type. Due to these advantages, the PMSG has 
been selected for use in our DC Microgrid (MG) system. The output power of the wind turbine 
utilizing a PMSG is expressed in Equation 2 [20].

𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤 =
1
2
𝜌𝜌𝜌𝜌𝑉𝑉𝑉𝑉𝑤𝑤𝑤𝑤𝜗𝜗𝜗𝜗𝑤𝑤𝑤𝑤3𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 (2)
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In this equation, 𝑃𝑃𝑃𝑃𝑤𝑤𝑤𝑤 represents the rotor output power, 𝑉𝑉𝑉𝑉𝑤𝑤𝑤𝑤 represents the blade swept 
area, 𝜌𝜌𝜌𝜌 represents the air density, and 𝜗𝜗𝜗𝜗𝑤𝑤𝑤𝑤 represents the wind speed. 𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝 power coefficient affects 
the rotor performance of wind turbines. The properties of WT used for DC MG are given in 
Table 3.

Table 3. Parameters of wind turbine

Parameter Value
Nominal rotor speed
Mechanical torque
Stator phase resistance
Armature inductance

𝑛𝑛𝑛𝑛𝑠𝑠𝑠𝑠 = 2000𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚 = 8𝑁𝑁𝑁𝑁.𝑟𝑟𝑟𝑟
𝑅𝑅𝑅𝑅𝑤𝑤𝑤𝑤 = 0.9585Ω
𝐿𝐿𝐿𝐿𝑤𝑤𝑤𝑤 = 5.25𝑟𝑟𝑟𝑟𝑚𝑚𝑚𝑚

2.3. Diesel Generator

DGs are a secondary power source for internal combustion used for peak energy 
demands and power outages. In MG systems, in cases where RES are insufficient, DGs are used 
to meet the energy demand of the loads. The efficiency of the DG also decreases at low loads. 
Therefore, DGs should not be operated in no-load and low-load situations [21,22]. The 
properties of the DG used for DC MG are given in Table 4.

Table 4. Parameters of diesel generator

Parameter Value
Nominal power rate
Nominal voltage
Nominal frequency

𝑃𝑃𝑃𝑃𝑑𝑑𝑑𝑑 = 8.1𝑘𝑘𝑘𝑘𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉  
𝑉𝑉𝑉𝑉𝑑𝑑𝑑𝑑 = 400𝑉𝑉𝑉𝑉  
𝑓𝑓𝑓𝑓𝑑𝑑𝑑𝑑 = 50𝑚𝑚𝑚𝑚𝐻𝐻𝐻𝐻 

2.4. Energy Storage System

Batteries store electrical energy and allow it to be used when needed. Dimensions, 
weights and shapes of batteries are parameters that affect their storage capacity [23]. Lithium-
ion batteries, which are high-tech products that provide higher energy than their size, are 
frequently preferred [24]. Lithium-ion batteries have been used in our system because they have 
low internal resistance, can be charged quickly, can provide load power density and are reliable. 
The technical specifications of the ESS used for DC MG are given in Table 5.

Table 5. Parameters of ESS

Parameter Value
Nominal voltage
Rated capacity
Nominal discharge current
Internal resistance

𝑉𝑉𝑉𝑉𝑏𝑏𝑏𝑏 = 200𝑉𝑉𝑉𝑉
𝑄𝑄𝑄𝑄𝑛𝑛𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 30𝑉𝑉𝑉𝑉ℎ
𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 13.0435𝑉𝑉𝑉𝑉
𝑅𝑅𝑅𝑅𝑏𝑏𝑏𝑏 = 0.0667Ω

3. MICROGRID CONTROL METHODS

3.1. PID Controller

The PID controller is comprised of three components: a proportional controller (P), an 
integral controller (I), and a derivative controller (D). The proportional parameter diminishes 
both the rise time and the steady-state error, yet it may increase the overshoot and impact the 
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3.1. PID Controller

The PID controller is comprised of three components: a proportional controller (P), an 
integral controller (I), and a derivative controller (D). The proportional parameter diminishes 
both the rise time and the steady-state error, yet it may increase the overshoot and impact the 

settling time. The integral parameter effectively eliminates the steady-state error but also causes 
an increased overshoot. Conversely, the derivative parameter is instrumental in reducing the 
overshoot and the settling time while only marginally influencing the rise time and steady-state 
error. The output of the PID controller is articulated in Equation 3 [25,26].

𝑢𝑢𝑢𝑢(𝑡𝑡𝑡𝑡) = 𝐾𝐾𝐾𝐾𝑝𝑝𝑝𝑝𝑒𝑒𝑒𝑒(𝑡𝑡𝑡𝑡) + 𝐾𝐾𝐾𝐾𝑙𝑙𝑙𝑙 �𝑒𝑒𝑒𝑒(𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡 + 𝐾𝐾𝐾𝐾𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒(𝑡𝑡𝑡𝑡)
𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡

(3)

Where 𝑢𝑢𝑢𝑢(𝑡𝑡𝑡𝑡) is the output of the PID controller, 𝐾𝐾𝐾𝐾𝑝𝑝𝑝𝑝 is the ratio coefficient, 𝐾𝐾𝐾𝐾𝑙𝑙𝑙𝑙 is the 
integral coefficient, 𝐾𝐾𝐾𝐾𝑑𝑑𝑑𝑑 is the derivative coefficient, and 𝑒𝑒𝑒𝑒(𝑡𝑡𝑡𝑡) is the error signal. The Ziegler-
Nichols method was used when calculating the coefficients in our DC MG system.

3.2. Fuzzy Logic Controller

Some systems are poorly defined, change over time, and have complex structures. In 
such systems, expert opinion is often used. The expert controls the system using linguistic 
expressions used in daily life. FLC convert these linguistic expressions into mathematical 
expressions and transfer them to the computer environment. Fuzzy logic controllers consist of 
four basic components: knowledge base, fuzzification, defuzzification and decision-making 
units [27,28].

FLC has been implemented in the control structure of the DC/AC converter to increase 
the efficiency of the DC MG system and ensure DC bus voltage stability. The controller has 
two inputs: the error signal e(t) and the de(t)/dt, which expresses the change of the error signal 
with time. The rule base of the FLC system is given in Table 6.

Table 6. Fuzzy logic controller rules set

DeltaE
Error

NNB NNK SS PPK PPB

NNB NNB NNB NNK NNK SS
NNK NNB NNK NNK SS PPK

SS NNB NNK SS PPK PPB
PPK NNK SS PPK PPK PPB
PPB SS PPK PPK PPB PPB

4. RESULTS

In this study, P, PI, PID and FLC structures are compared in the DC MG system. DC 
bus voltage graphs for each control structure are given in Figure 2. The FLC has a much faster 
response and recovery time than traditional controllers. It is seen that the voltage fluctuation in 
the system is less when the FLC structure is used when the DC MG system is operating at full 
load. In addition, it is clearly seen that with the recommended controller structure, voltage drops 
and voltage rises are less during mains connection and disconnection. Additionally, system 
frequency graphs for each controller structure are given in Figure 3.
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Fig. 2. DC bus voltage

 

Fig. 3. DC MG frequency

As seen in Figure 3, P, PI, and FLC controllers ensure the system frequency is kept in 
the desired range. The PID controller disrupts the system frequency when connected to the main 
grid.

5. CONCLUSIONS

In this study, the DC MG system has been designed. Conventional controllers P, PI and 
PID controllers are used in the control structure of the DC/AC converter. Additionally, the 
designed FLC has been compared with conventional controllers. According to the results 
obtained, it was concluded that the FLC is more suitable for this system than conventional 
controllers. Future studies intend to compare the DC bus and frequency profiles of the DC MG 
system using different control structures.
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Abstract

With the increasing demand for energy and the rapid depletion of fossil resources, 
accurate energy production has become even more important. In this study, seasonal forecasting 
was made using hourly energy production data between 2014 and 2023. The data is divided into 
one dependent and two independent variables. In estimation, k-nearest neighbour regression, 
one of the most commonly used machine learning methods, was used. The neighbourhood 
coefficient was tested using odd numbers between 3 and 11. It was observed that the best 
prediction results were obtained for K value 3. R-squared and RMSE performance metrics for 
four seasons were found and compared separately. The best forecasting result was calculated 
as R-squared 0.995 and RMSE 288.007 in the autumn season for k value 3. It was concluded 
that K-nearest neighbour regression gives successful results in seasonal forecasting.

Keywords: K-nearest neighbours, Energy production, Forecasting, Machine learning.

1. INTRODUCTION

Humanity's need for energy is directly related to the population growth rate. As we 
know, under normal conditions, population growth will not decrease, and therefore, electricity 
demand will be much higher in the future [1]. Most of the world's energy is derived from fossil 
resources such as oil, coal, and natural gas, known as non-renewable resources. The rapid 
depletion of fossil resources, their negative environmental effects, and the pollution of water 
resources during processing compel humanity to seek sustainable and renewable energy sources 
[2].

Production capacities of some energy resources vary depending on the seasons. In 
spring, Hydroelectric Power Plants (HEPPs) hold more water and can produce more electrical 
energy. During the summer months, evaporation increases due to the effect of hot weather; 
therefore, the production capacity of HEPPs decreases. Additionally, the amount of energy 
demanded varies depending on the seasons, with factors such as the use of cooling systems in 
summer and the revival of the tourism sector leading to an increase in energy demand [3]. 
Therefore, seasonal changes have significant effects on the supply-demand balance in energy 
production. It is crucial to maintain this balance with successful forecasting models.
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Many studies have been conducted using prediction algorithms. According to literature 
studies, Sahoo et al. utilized K-nearest neighbours regression (KNN) and Light GBM 
algorithms for wind energy forecasting. The results of their studies showed that both algorithms 
yielded successful results [4]. In another study, Haque and colleagues predicted the energy 
consumption of an apartment using various machine learning models such as KNN and multiple 
linear regression. As a result, they recommended employing diverse machine-learning 
algorithms with more extensive data [5]. Johannesen and colleagues also utilized random forest 
regression, k-nearest neighbour regression, and linear regression algorithms to study the 
forecasting of electrical energy demand in urban areas. They observed that random forest 
regression provided more accurate results in forecasting short-term electrical energy, while they 
recommended using KNN regression for long-term predictions [6].

In this study, estimates were derived using hourly electricity production data from 2014 
to 2023. The total production data was categorized into two main variables: fossil fuel resources 
and renewable energy resources. The K-nearest neighbour algorithm was employed with the 
acquired data, and the study observed the seasonal success of this algorithm in forecasting 
electricity production.

2. MATERIAL and METHOD

2.1. K-Nearest Neighbor Regression

The K-nearest neighbour (KNN) regression model stands out as one of the easiest to 
understand, most popular, and widely used forecasting methods among machine learning 
algorithms. This regression predicts a new object based on similar objects in the training set 
[7,8]. In the KNN algorithm, training data is recorded in a dataset known as the training set, 
which comprises data points containing the properties of each object. A new object is stored in 
a dataset referred to as the test set. The Euclidean distance is the most commonly used 
calculation method in the KNN regression model and is represented by Equation 1 [9].

𝑑𝑑𝑑𝑑(𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥, 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥) = �∑ (𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖)2𝑝𝑝𝑝𝑝
𝑖𝑖𝑖𝑖=1                                                         

(1) 

In this equation, the 𝑝𝑝𝑝𝑝 value represents the number of input features, the 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 value 
represents the 𝑘𝑘𝑘𝑘 input features for 𝑥𝑥𝑥𝑥 observation and the 𝑥𝑥𝑥𝑥𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖 value represents 𝑘𝑘𝑘𝑘 features for 𝑥𝑥𝑥𝑥
observations. After the distances are calculated, KNN regression determines the k neighbours 
with the closest distance.

2.2. PERFORMANCE METRICS 

2.2.1. R-Square

R-squared error is a measure of fit that shows the total variation value of the regression 
line relative to the true value in the data. It is desired that the R-square value be close to 1. The 
R-squared formula is given in Equation 2.
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    𝑅𝑅𝑅𝑅2 = 1 −  
∑ (𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 − 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖)2𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1

∑ (𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 − 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖)2𝑛𝑛𝑛𝑛
𝑖𝑖𝑖𝑖=1

 
(2) 

Here, 𝑛𝑛𝑛𝑛 value is the number of samples, 𝑦𝑦𝑦𝑦 value is the required value, 𝑦𝑦𝑦𝑦� value is the 
forecasting value of the machine learning algorithm and 𝑦𝑦𝑦𝑦� value is the average of 𝑦𝑦𝑦𝑦 values. [10]

2.2.2. Root Mean Square Error (RMSE)

RMSE is a metric that shows the deviation between the data values obtained by the 
algorithm as a result of forecasting and the real values. The closer the RMSE value approaches 
zero, the lower the error rate of the algorithm. [11,12]. The RMSE value was calculated in 
Equation 3.

 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑛𝑛𝑛𝑛
�(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖 − 𝑦𝑦𝑦𝑦�𝑖𝑖𝑖𝑖)2  

(3) 

Here, the 𝑛𝑛𝑛𝑛 value is the number of data points, the 𝑦𝑦𝑦𝑦 value is the actual value and the 𝑦𝑦𝑦𝑦�
value is the forecast value of the algorithm.

2.3. Data Collection and Preprocessing

The data preprocessing stage has an important position in data mining and machine 
learning applications. The processes performed at this stage are the process of cleaning the data 
by getting rid of errors, deficiencies and inconsistencies in the data. In this way, it is aimed to 
increase the model's success [13].

In this study, hourly electricity production data between 2014 and 2023 was obtained 
from EPİAŞ (Energy Markets Management Joint Stock Company). The data set used is given 
in Figure 1.

 

Şekil 1. Hourly Energy Production

The dataset consists of two variables: fossil and renewable energy sources. The total 
data was divided into seasons to observe the algorithm's seasonal success. For each season, 80% 
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of the data set is divided as training data and 20% as test data. The k neighbourhood coefficient 
chosen in the estimation was tested with odd numbers between 3-11 for each season.
Normalization was performed on the data to make the forecasting more accurate. The 
normalization formula is given in Equation 4 [14].

𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =
𝑥𝑥𝑥𝑥 − 𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
 

 

(4) 

Here, 𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 value shows the value obtained as a result of normalization. The 𝑥𝑥𝑥𝑥 value 
represents the real value of the number. While 𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 value shows the smallest number of the 
data set, 𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 value shows the largest number of the data set.

3. RESULTS

In this study, 86,745 hourly data points were analyzed across four seasons: winter, 
spring, summer, and autumn. Simultaneously, the data were categorized into one dependent 
variable, named "Total," representing hourly energy production data, and two independent 
variables: "Fossil resources" and "RES." Fossil resources consist of methane, brown coal, 
foreign coal, and heating oil. Renewable energy sources (RES) include dammed, river, wind, 
solar, geothermal, biomass, and waste heat.

The entire dataset was partitioned into seasons, and the efficacy of k-nearest neighbour
regression was assessed seasonally. A total of 69,396 data points were used as training data, 
while 17,349 were utilized as test data. The selection of the k neighbourhood coefficient at the 
optimum value is a crucial criterion for forecasting. To determine this, the algorithm was tested 
with odd numbers between k values of 3 to 11, revealing more accurate results for k value 3. 
The forecast results, categorized by seasons, are illustrated in Figure 2(a-d).

 

     

Şekil 2.a Winter prediction performance                               Şekil 2.b Spring prediction performance                         
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Şekil 2.a Winter prediction performance                               Şekil 2.b Spring prediction performance                         

       

Şekil 2.c Summer prediction performance                       Şekil 2.d Autumn prediction performance                        
  

R-square and RMSE values found according to the K-nearest neighbor algorithm are given in 
Table 1. 

Tablo 1. Performance metrics results 

SEASONS R2 RMSE(GWh)
Winter k=3 0,995 294,32

k=5 0.995 306,64
k=7 0.994 320,17
k=9 0.994 330,70
k=11 0.994 340,66

Spring k=3 0,984 473,06
k=5 0,982 491,65
k=7 0,981 511,22
k=9 0,980 523,35
k=11 0,979 535,34

Summer k=3 0,992 421,20
k=5 0,992 427,97
k=7 0,992 435,74
k=9 0,991 443,97
k=11 0,991 451,74

Autumn k=3 0,995 288,00
k=5 0,995 296,23
k=7 0,995 299,56
k=9 0,995 303,86
k=11 0,995 309,84

Considering Figure 2(a-d) and Table 1, it was observed that the most successful results 
were obtained in the autumn season and neighbourhood value k = 3 for the k-nearest neighbour
regression in seasonal, hourly energy production. Additionally, it has been observed that the 
error rate increases as the k value increases for this data set.
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4. DISCUSSION

In this study, the results indicate that k-nearest neighbour regression has proven 
effective in handling high-volume data and seasonal forecasting. However, it was observed that 
K-nearest neighbour regression may exhibit overlearning issues in multivariate data. The 
features in the dataset were grouped into two categories: fossil resources (including natural gas, 
lignite, imported coal, fuel oil, asphaltite coal, and hard coal) and RES (comprising dammed, 
river, wind, solar, geothermal, biomass, and waste heat). This categorization aimed to prevent 
overlearning problems.

The overlearning problem typically arises when the number of independent variables is 
three or more. Therefore, it is advisable not to exceed two independent variables for this study. 
Subsequent research should consider making comparisons for seasonal forecasting using 
alternative machine learning methods.
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effective in handling high-volume data and seasonal forecasting. However, it was observed that 
K-nearest neighbour regression may exhibit overlearning issues in multivariate data. The 
features in the dataset were grouped into two categories: fossil resources (including natural gas, 
lignite, imported coal, fuel oil, asphaltite coal, and hard coal) and RES (comprising dammed, 
river, wind, solar, geothermal, biomass, and waste heat). This categorization aimed to prevent 
overlearning problems.

The overlearning problem typically arises when the number of independent variables is 
three or more. Therefore, it is advisable not to exceed two independent variables for this study. 
Subsequent research should consider making comparisons for seasonal forecasting using 
alternative machine learning methods.
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Abstract 

In this paper, the α-Parameter New Iterative Method (α-PNIM) with approximate analytical 

solutions is used to solve Partial Differential Equations of Fractal Order (F-PDEs), which arise from the 

development of the New Iterative Method (NIM), by introducing a linear Combination to the final 

formulation of NIM, this linear combination works with parameter α, which works to synthesize solutions 

and adjust them for the exact solution. Additionally, we seek to enhance the effectiveness of α-PDTM by 

incorporating the Dandelion Optimizer (DO). The DO plays a crucial role in optimizing the parameter α, 

ensuring its adjustment and modification to secure the most favorable value, this improvement leads to a 

more accurate approximation compared to traditional methods of choosing the α value. The proposed 

method, referred to as (αDO-PNIM), demonstrates a reliable and efficient solution without any 

discrimination or restrictive assumptions by calculating Maximum Absolute Error (MAE) and Mean 

Square Errors (MSE) for a set of examples of Linear and Non-Linear F-PDEs that will be solve. 

Keywords: α -Parameter New Iterative Method; New Iterative Method; Dandelion Optimizer; Partial 

Differential Equations; Meta Heuristic. 

1.INTRODUCTION 

      Recently, interest in F-PDEs has increased with their wide applications in various scientific fields and 

their representation of many phenomena. It is generally difficult to find a universal method that provides 

exact solutions for all partial differential equations, as only a limited subset can be treated effectively by 

direct methods. As a result, approximate methods have become prevalent, yielding results that are often 

considered acceptable and manageable., such as the variable iteration method (VIM) [1], Homotopy 

Analysis Method (HAM) [2],, New Iterative Method (NIM(, and others. 

This paper is organized as follows for the remaining sections: In Section 2, he iterative NIM method is 

explained. Section 3, General framework of α-PNIM conditional on the parameter α. Section 4, provides 

an in-depth explanation of the smart DO algorithm. The section 5 also explains Some important definitions 

that will be used in this research, all results obtained in this study are covered in Section 6 Finally, in 

Section 7, the most important general conclusions are drawn.   
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2. NEW UTERATIVE METHOD (NIM) 

       In 2006, Daftardar and Jafari proposed a New Iterative Method namely (NIM) or (DJM) [3, 4]. The 

NIM used by many researchers for solving many problem such as linear and nonlinear ordinary and partial 

differential equations, algebraic equations [5], and used in various problems such as linear and nonlinear 

wave diffusion equations[6], and many other problems. In NIM the solution is obtained by successive 

approximations that converge to the exact solution (if one exists). for a specific problem. The main goal 

of this research is to obtain the analytical solution that is very close to the exact solution. 

2.1. BASIC IDEA OF NIM  

       Consider the following general functional equation 

𝑢𝑢(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑢𝑢) + 𝑓𝑓(𝑥𝑥, 𝑡𝑡), 𝑥𝑥 ∈ [𝑎𝑎, 𝑏𝑏]                                                                                                                                      (1) 

Where N is known as the Non-Linear operator and f is known function. The goal is to obtain a solution 

to equation (1), which will be in the form of a set of iterations of the following form [7] 

𝑢𝑢(𝑥𝑥) = ∑  ∞
𝑖𝑖=0 𝑢𝑢𝑖𝑖(𝑥𝑥, 𝑡𝑡)                                                                              (2) 

The nonlinear operator N can be decomposed as  

𝑁𝑁(∑  ∞
𝑖𝑖=0 𝑢𝑢𝑖𝑖) = 𝑁𝑁(𝑢𝑢0) + ∑  ∞

𝑖𝑖=1 (𝑁𝑁(∑  ∞
𝑗𝑗=0 𝑢𝑢𝑗𝑗) − 𝑁𝑁(∑  ∞

𝑗𝑗=0 𝑢𝑢𝑗𝑗))                                                                     (3) 

From the above equations (2) and (3), we get 

∑  ∞
𝑖𝑖=0 𝑢𝑢𝑖𝑖 = 𝑓𝑓(𝑥𝑥, 𝑡𝑡) + 𝑁𝑁(𝑢𝑢0) + ∑  ∞

𝑖𝑖=1 (𝑁𝑁(∑  ∞
𝑗𝑗=0 𝑢𝑢𝑗𝑗) − 𝑁𝑁(∑  ∞

𝑗𝑗=0 𝑢𝑢𝑗𝑗))                                                                    (4) 

The frequencies are determined by the following formula 

𝑢𝑢0(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥, 𝑡𝑡)                                                                                                                                                    (5) 

𝑢𝑢1(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑢𝑢0(𝑥𝑥, 𝑡𝑡))                                                                                                                                               (6) 

𝑢𝑢2(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑢𝑢0(𝑥𝑥, 𝑡𝑡) + 𝑢𝑢1(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑢𝑢0(𝑥𝑥, 𝑡𝑡))                                                                                                 (7)                                                                                                                        

⋮ 
𝑢𝑢𝑛𝑛+1(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑢𝑢0(𝑥𝑥, 𝑡𝑡) + ⋯ + 𝑢𝑢𝑛𝑛(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑢𝑢0(𝑥𝑥, 𝑡𝑡) + ⋯ + 𝑢𝑢𝑛𝑛−1(𝑥𝑥, 𝑡𝑡)), 𝑛𝑛 = 1,2,3 …                        (8) 

Then 

(𝑢𝑢0(𝑥𝑥, 𝑡𝑡) + ⋯ + 𝑢𝑢𝑛𝑛+1(𝑥𝑥, 𝑡𝑡)) = 𝑁𝑁(𝑢𝑢0(𝑥𝑥, 𝑡𝑡) + ⋯ + 𝑢𝑢𝑛𝑛(𝑥𝑥, 𝑡𝑡)) , 𝑛𝑛 = 1,2,3 …                                              (9) 

𝑢𝑢(𝑥𝑥, 𝑡𝑡) = ∑  ∞
𝑖𝑖=0 𝑢𝑢𝑖𝑖(𝑥𝑥, 𝑡𝑡) = 𝑓𝑓(𝑥𝑥, 𝑡𝑡) + 𝑁𝑁(∑  ∞

𝑖𝑖=0 𝑢𝑢𝑖𝑖(𝑥𝑥, 𝑡𝑡))                                                                                                (10) 

3. THE GENERAL FRAMEWORDK OF α-PNIM 

       In this part of this paper, we will talk about developing NIM and obtaining the proposed method             

α-PNIM. A new term has been added to the final formulation of NIM, called linear combination, as: 

𝑢𝑢(𝑥𝑥, 𝑡𝑡) = ∑  ∞
𝑖𝑖=0 𝑢𝑢𝑖𝑖(𝑥𝑥, 𝑡𝑡)(𝑥𝑥 − 𝑥𝑥α)𝑖𝑖                                                                                                                                  (11) 

where 

𝑥𝑥𝛼𝛼 = 𝑎𝑎𝑎𝑎 + (1 − 𝑏𝑏)𝛼𝛼                                                                                                                                 (12) 
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As shown in the equations above, the linear Combination 𝒙𝒙𝛂𝛂 is in terms of the parameter α, and that a and 

b represent the interval to which the differential equation belongs. the parameter α works to synthesize the 

final approximate solution of NIM and adjust it relative to the exact solution. Thus, we obtain a lower 

amount of Error for the proposed method compared to NIM, as shown in the examples that will be solved. 

4. DANDELION OPTIMIZER (DO) 

4.1. BASIC PRINCIPLES 

      The DO algorithm presented by the scientist Shiji Zhao[8] is considered one of the famous algorithms 

that outperform many other algorithms in terms of the quality of solutions and speed of convergence [9] . 

DO is classified as a Meta-Heuristic algorithm [10] that continuously works to find a solution based on 

Exploration and Exploitation [11], Consideration must be given to two crucial factors. An algorithm can 

become challenging to solve with excessive exploration, and prioritizing exploitation may result in the 

convergence of solutions, the DO algorithm is among those inspired by dandelion seeds, which disperse 

over long distances with the aid of wind. The growth process of dandelion dandelion is segmented into 

three stages. Planting dandelion seeds is divided into several stages. The first stage involves an upward 

movement, where the wind helps the seeds spread to remote areas during sunny conditions with wind or 

drift in cloudy conditions with rain. Then the seeds move to the landing stage, where they gradually 

decrease after the seed reaches a certain height. Finally, In the next stage specifically, and the seeds settle 

somewhere after being affected by weather and wind conditions, starting a new generation of dandelion 

plants,  Based on these three stages, the dandelion optimization algorithm updates individuals' positions. 

In the bull phase, there are instances of exploration and exploitation, influenced by randomly generated 

numbers. Furthermore, the adjuster of length is employed to control the fluctuation In seed positions. 

Dandelion Optimizer depends on two primary parameters, seed dispersion radius η and local search 

Coefficient ξ. These parameters change over time continuously in each iteration. Specifically, η 

determines the global search step length, while ξ dictates the local search step length [9]. 

4.2. INITIALIZATION STAGE 

      A population matrix of the identified seed set with N individuals is defined in space d. We represent 

any seed with the symbol 𝑋𝑋𝑣𝑣 = [𝑋𝑋𝑖𝑖1, 𝑋𝑋𝑖𝑖2, …𝑋𝑋𝑖𝑖𝑑𝑑] wher 𝑣𝑣 = 1,2,3, … to initialize the population use  

𝑋𝑋𝑖𝑖 = 𝑙𝑙𝑙𝑙 + 𝑟𝑟𝑣𝑣(𝑢𝑢𝑢𝑢 − 𝑙𝑙𝑙𝑙)                                                                                                                                 (13) 

Let 𝑟𝑟𝑣𝑣 denote a randomly generated number according to a normal distribution within the interval (0,1). 
Here, the highest value of the decision space will be represented by the symbol 𝑢𝑢𝑢𝑢, the lowest value of 

the decision space will be represented by the symbol 𝑙𝑙𝑙𝑙, 𝑁𝑁 indicates the number of least rows in the 

population matrix, and 𝑑𝑑 represents the columns of the population matrix. In subsequent sections, these 

parameters remain with the same symbols.[9]. 
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4.3. UPWARD STAGE 

      In the bottom-up phase, we determine what we will do (global search or local exploitation) based on 

r, which is a random number with a normal distribution 

• If 𝑟𝑟 <  1.5  if the cut is clear, the following equation is used to determine the new seed location: 

𝑋𝑋𝑡𝑡+1 = 𝑋𝑋𝑡𝑡 + 𝜂𝜂 𝑣𝑣𝑥𝑥𝑣𝑣𝑦𝑦 𝑙𝑙𝑙𝑙(𝑌𝑌) (𝑋𝑋𝑠𝑠 − 𝑋𝑋𝑡𝑡)                                                                                                                                             (14) 

Where 𝑋𝑋𝑠𝑠 is the initial seed position, 𝑣𝑣𝑥𝑥 acd 𝑣𝑣𝑦𝑦 Represents the two wind directions (horizontal and 

vertical), 𝜂𝜂 represents the seed dispersal radius, and 𝑙𝑙𝑙𝑙(𝑌𝑌) represents the lognormal distribution with mean 

0 and variance 1. 

𝑋𝑋𝑠𝑠 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(1, 𝑑𝑑)(𝑢𝑢𝑢𝑢 − 𝑙𝑙𝑙𝑙) + 𝑙𝑙𝑙𝑙                                                                                                                (15) 

𝜂𝜂 =  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟( )( 1
𝑇𝑇2 𝑡𝑡2 − 2

𝑇𝑇 𝑡𝑡 + 1)                                                                                                                 (16) 

𝑣𝑣𝑥𝑥 = 𝑟𝑟 cos(𝜃𝜃)                                                                                                                                          (17) 

𝑣𝑣𝑦𝑦 = 𝑟𝑟 sin(𝜃𝜃)                                                                                                                                           (18) 

Where 𝑟𝑟 = 1
𝑒𝑒𝜃𝜃, 𝜃𝜃 ∈ [−𝜋𝜋, 𝜋𝜋], 𝑇𝑇 represents the total number of iterations, and 𝑡𝑡 is the current iteration. 

• If 𝑟𝑟 ≥ 1.5, it indicates rainy weather, then the next location of the seed is determined 

𝑋𝑋𝑡𝑡+1 = 𝑋𝑋𝑡𝑡 𝜉𝜉 l                                                                                                                                 (19) 

Where the local search factor 𝜉𝜉 appears in the formula 

𝜉𝜉 = 1 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟( ) 𝑞𝑞                                                                                                                                   (20) 

𝑞𝑞 = 1
𝑇𝑇2−2𝑇𝑇−1 𝑡𝑡2 − 2

𝑇𝑇2−2𝑇𝑇−1 𝑡𝑡 + 1 + 1
𝑇𝑇2−2𝑇𝑇−1                                                                                            (21) 

4.4. DESCENDING STAGE 

The algorithm descends when it reaches a certain level of height, and through Brownian motion the 

seeds are in their position determined by the following equation. [9]. 

𝑋𝑋𝑡𝑡+1 = 𝑋𝑋𝑡𝑡 − 𝜂𝜂 𝛽𝛽𝑡𝑡(𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝜂𝜂 𝛽𝛽𝑡𝑡𝑋𝑋𝑡𝑡)                                                                                                         (22) 

𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 1
𝑛𝑛 ∑ 𝑋𝑋𝑖𝑖

𝑛𝑛
𝑖𝑖=1                                                                                                                                                  (23) 

4.5. LAND STAGE Stage 
In the landing stage, the position of the seeds is as shown in the following formula 

𝑋𝑋𝑡𝑡+1 = 𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(λ) 𝜂𝜂 (𝑋𝑋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑋𝑋𝑡𝑡  2𝑡𝑡
𝑇𝑇 )                                                                                             (24) 

𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(λ) = 𝑠𝑠(𝑤𝑤 × 𝜎𝜎)

|𝑡𝑡|
1
𝛽𝛽

                                                                                                                                    (25)                                    

𝜎𝜎 = (𝛤𝛤( 1 + 𝛽𝛽) 𝑠𝑠𝑠𝑠𝑠𝑠 (𝜋𝜋𝜋𝜋
2 )) (𝛤𝛤 ( 1+𝛽𝛽

2 ) 𝛽𝛽 2(𝛽𝛽−1
2 ) )                                                                                      (26)                                                       

Where 𝑠𝑠 = 0.01, 𝛽𝛽 = 1.5, Where the gamma function is defined by the symbol 𝛤𝛤 [9]. 
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5. GENERAL CONCEPTS 

We will discuss some important definitions that we will use in this research. 

5.1. DEFINITION )1( 

The Maximum Absolute Errors (MAE) is defined by  

‖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇𝑖𝑖(𝑦𝑦)‖∞ = 𝑚𝑚𝑚𝑚𝑚𝑚
𝑎𝑎≤𝑥𝑥≤𝑏𝑏

{|𝑊𝑊𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑦𝑦) − 𝑇𝑇𝑖𝑖(𝑦𝑦)|}                                                                (27) 

where 𝑇𝑇𝑖𝑖(𝑦𝑦) is the approximate solution [12].                                                  

5.2. DEFINITION )2( 

        The Mean Square Errors (MSE) is defined by  

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇𝑖𝑖(𝑦𝑦))2                                                                                           (28)                        

where 𝑇𝑇𝑖𝑖(𝑦𝑦) is the approximate solution [13]. 

5.2. RIEMANN-LIOUVILLE FRACTIONAL FOR INTEGRAL 

The Riemann-Liouville0fractional0integral properties  [14] 

1- 𝐽𝐽𝑘𝑘𝑧𝑧(𝑡𝑡) = 1
Г(𝑘𝑘) ∫ (𝑡𝑡 − 𝑥𝑥)𝑘𝑘−1𝑧𝑧(𝑥𝑥)𝑑𝑑𝑑𝑑𝑡𝑡

0  , 𝑡𝑡 > 0                                                                                             (29) 

2- 𝐽𝐽0𝑧𝑧 (𝑡𝑡) = 𝑧𝑧(𝑡𝑡)                                                                                                                                                 (30) 

3- For 𝑧𝑧(𝑡𝑡) ∈ ∁𝜇𝜇, 𝜇𝜇 ≥ −1, 𝛼𝛼, 𝛽𝛽 ≥ 0, 𝛾𝛾 ≥ −1 Properties of the operator Jk                                                        (31) 

4- 𝐽𝐽𝑘𝑘 𝐽𝐽𝛽𝛽𝑧𝑧(𝑡𝑡) =  𝐽𝐽𝛽𝛽 𝐽𝐽𝑘𝑘 𝑧𝑧(𝑡𝑡)                                                                                                                                      (32) 

5- 𝐽𝐽𝑘𝑘 𝑡𝑡𝛾𝛾 = Г(𝛾𝛾+1)
Г(𝑘𝑘+𝛾𝛾+1) 𝑡𝑡𝑘𝑘+𝛾𝛾                                                                                                                                      (33)  

5.3. DEVRATIVE CAPUTO FRACTIONAL  

The Devative Caputo Fractional properties  [14] 

1- 𝐷𝐷𝑡𝑡
𝑘𝑘𝑧𝑧(𝑡𝑡) =  𝐽𝐽𝑛𝑛−𝑘𝑘𝐷𝐷𝑛𝑛𝑧𝑧(𝑡𝑡) = 1

Г(𝑛𝑛−𝑘𝑘) ∫ (𝑡𝑡 − 𝑥𝑥)𝑛𝑛−𝑘𝑘−1𝑧𝑧(𝑛𝑛)(𝑥𝑥)𝑑𝑑𝑑𝑑𝑡𝑡
0 .                                                                    (34) 

2- For 𝑧𝑧(𝑡𝑡) ∈ ∁𝜇𝜇
𝑛𝑛, 𝜇𝜇 ≥ −1, 𝑘𝑘, 𝛽𝛽 ≥ 0, 𝛾𝛾 ≥ −1, 𝑛𝑛 − 1 < 𝑘𝑘 ≤ 𝑛𝑛, 𝑛𝑛 ∈ ℕ Properties of the operator      

3- 𝐷𝐷𝑡𝑡
𝑘𝑘𝐷𝐷𝑡𝑡

𝑘𝑘 𝐷𝐷𝑡𝑡
𝛽𝛽𝑧𝑧(𝑡𝑡) =  𝐷𝐷𝑡𝑡

𝑘𝑘+𝛽𝛽𝑧𝑧(𝑡𝑡) =  𝐷𝐷𝑡𝑡
𝛽𝛽 𝐷𝐷𝑡𝑡

𝑘𝑘 𝑧𝑧(𝑡𝑡)                                                                                                 (35) 

4- 𝐷𝐷𝑡𝑡
𝑘𝑘 𝑡𝑡𝛾𝛾 = Г(1+𝛾𝛾)

Г(1+ 𝛾𝛾−𝑘𝑘) 𝑡𝑡𝛾𝛾−𝑘𝑘, 𝑡𝑡 > 0                                                                                                                (36) 

6. THE PROPOSED METHOD αDO-PNIM 

       The proposed method αDO-PNIM finds a set of approximate solutions for NIM in terms of linear 

Combination parameter α that improves the results. The intelligent DO algorithm will also be used to find 

the best value for the parameter α based on the fitness function resulting from the approximate solution of 

α-PNIM. We will solve a set of examples of F-PDEs using α-PNIM and compare the results with the exact 

solution by calculating the MSE and MAE.  
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6.1. EXAMPLE [15] 

Consider the Linear time-fractional partial diffusion equation, with the initial conditions 
∂𝜏𝜏

∂𝑡𝑡𝜏𝜏 𝑦𝑦(𝑥𝑥, 𝑡𝑡) = ∂2

∂𝑥𝑥2 𝑦𝑦(𝑥𝑥, 𝑡𝑡),   𝑥𝑥, 𝑡𝑡 ∈ [0,1] , 0 < 𝜏𝜏 ≤ 1                                                                                  (37)                                                                                                                            

𝑦𝑦(𝑥𝑥, 0) = 𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)                                                                                                                                    (38)                                                                                     

And the exact solution when  

𝑦𝑦(𝑥𝑥, 𝑡𝑡) = (1 − 𝑡𝑡3−2𝜏𝜏

Γ(4−2𝜏𝜏) + 3𝑡𝑡2−𝜏𝜏

Γ(3−𝜏𝜏) − 2𝑡𝑡3−𝜏𝜏

Γ(4−𝜏𝜏) − 3𝑡𝑡 + 3𝑡𝑡2

2 − 𝑡𝑡3

6 ) 𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)                                                         (39)                                    

Integration from both sides of equation (37) by using Riemann-Liouville Fractional For Integral 

𝑦𝑦(𝑥𝑥, 𝑡𝑡) = ∫ 0𝑡𝑡
0 𝑑𝑑𝑑𝑑 + 𝐽𝐽𝜏𝜏 (∂2𝑦𝑦(𝑥𝑥,𝑡𝑡)

∂𝑥𝑥2 )                                                                                                              (40) 

By using the initial conditions, we get the Initial iteration. From definition of NIM get the others iterations 

𝑦𝑦0(𝑥𝑥, 𝑡𝑡) = 𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)                                                                                                                                    

𝑦𝑦1(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡)) = −𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) (𝛤𝛤(1+1)𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+1+1) )                                                                                 

𝑦𝑦2(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡))                                                           

               = (− (𝛤𝛤(1+1)𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+1+1) ) + 1
2 (𝛤𝛤(2+1)𝑡𝑡(𝜏𝜏+2)

𝛤𝛤(𝜏𝜏+2+1) )) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) + ((𝛤𝛤(1+1)𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+1+1) ) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥))                                

𝑦𝑦3(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦2(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡))   

                = (− (𝛤𝛤(1+1)𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+1+1) ) + 1
2 (𝛤𝛤(2+1)𝑡𝑡(𝜏𝜏+2)

𝛤𝛤(𝜏𝜏+2+1) ) − 1
6 (𝛤𝛤(3+1)𝑡𝑡(𝜏𝜏+3)

𝛤𝛤(𝜏𝜏+3+1) )) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥)

− (− (𝛤𝛤(1+1)𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+1+1) ) + 1
2 (𝛤𝛤(2+1)𝑡𝑡(𝜏𝜏+2)

𝛤𝛤(𝜏𝜏+2+1) )) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥)                 

                                              

𝑦𝑦4(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦2(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦3(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦2(𝑥𝑥, 𝑡𝑡))                           

               = (− (𝛤𝛤(1+1)𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+1+1) ) + 1
2 (𝛤𝛤(2+1)𝑡𝑡(𝜏𝜏+2)

𝛤𝛤(𝜏𝜏+2+1) ) − 1
6 (𝛤𝛤(3+1)𝑡𝑡(𝜏𝜏+3)

𝛤𝛤(𝜏𝜏+3+1) ) + 1
24 (𝛤𝛤(4+1)𝑡𝑡(𝜏𝜏+4)

𝛤𝛤(𝜏𝜏+4+1) )) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥)                             

− (− (𝛤𝛤(1+1)𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+1+1) ) + 1
2 (𝛤𝛤(2+1)𝑡𝑡(𝜏𝜏+2)

𝛤𝛤(𝜏𝜏+2+1) )) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) (− (𝛤𝛤(1+1)𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+1+1) ) + 1
2 (𝛤𝛤(2+1)𝑡𝑡(𝜏𝜏+2)

𝛤𝛤(𝜏𝜏+2+1) ) − 1
6 (𝛤𝛤(3+1)𝑡𝑡(𝜏𝜏+3)

𝛤𝛤(𝜏𝜏+3+1) )) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥)

                                                                                                                                   

𝑦𝑦𝛼𝛼(𝑥𝑥, 𝑡𝑡) = ∑  4
𝑚𝑚=0 𝑦𝑦𝑚𝑚(𝑥𝑥, 𝑡𝑡)(𝑡𝑡 − 𝑡𝑡𝛼𝛼)𝑚𝑚,  Where 𝑡𝑡𝛼𝛼 = 𝑎𝑎𝛼𝛼 + (1 − 𝑏𝑏)𝛼𝛼 = 1 − 𝛼𝛼 

𝑦𝑦α(𝑥𝑥, 𝑦𝑦) = 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) − 𝑡𝑡𝜏𝜏𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥)(𝑡𝑡+𝛼𝛼)
𝛤𝛤(𝜏𝜏+1) + ((− 𝑡𝑡𝜏𝜏

𝛤𝛤(𝜏𝜏+1) + 𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+2)) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) + 𝑡𝑡𝜏𝜏𝑠𝑠𝑠𝑠𝑠𝑠 (𝑥𝑥)
𝛤𝛤(𝜏𝜏+1) ) (𝑡𝑡 + 𝛼𝛼)2 + ((− 𝑡𝑡𝜏𝜏

𝛤𝛤(𝜏𝜏+1) + 𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+2) −

𝑡𝑡(𝜏𝜏+2)

𝛤𝛤(𝜏𝜏+3)) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) − (− 𝑡𝑡𝜏𝜏

𝛤𝛤(𝜏𝜏+1) + 𝑡𝑡(𝜏𝜏+1)

𝛤𝛤(𝜏𝜏+2)) 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥)) (𝑡𝑡 + 𝛼𝛼)3                                                                                       (41)         

Using the DO algorithm, we will calculate the best value of α for different values of order 𝜏𝜏, Given that 

equation (41) is the fitness function for 𝑦𝑦(𝑥𝑥, 𝑡𝑡) after subtracting it from the exact solution, then we will 

obtain the final approximate solution of αDO-PNIM, for which we will calculate the MSE and MAE 

when 𝑡𝑡 = 0.01 and 𝑥𝑥 ∈ [0,1] and compared with values for α that were adopted randomly, as shown in 

Table (1) and Figure (1).  
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Table 1: Comparison MSE and MAE for NIM and α-PNIM 

When 𝝉𝝉 = 𝟏𝟏 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=1.8009-PNIM 

MSE 8.0495𝐸𝐸 − 5 7.5758𝐸𝐸 − 5 6.0490𝐸𝐸 − 5 1.9934𝐸𝐸 − 7 

MAE 1.9346𝐸𝐸 − 2 1.7161𝐸𝐸 − 2 1.4697𝐸𝐸 − 2 6.2846𝐸𝐸 − 3 

When 𝝉𝝉 = 𝟎𝟎. 𝟕𝟕𝟕𝟕 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO= 1.5923-PNIM 

MSE 6.0333𝐸𝐸 − 4 5.5747𝐸𝐸 − 4 4.1678𝐸𝐸 − 4 1.5049𝐸𝐸 − 7 

MAE 5.4736𝐸𝐸 − 2 4.7206𝐸𝐸 − 2 3.8723𝐸𝐸 − 2 6.9214𝐸𝐸 − 3 

When 𝝉𝝉 = 𝟎𝟎. 𝟓𝟓 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=1.2342-PNIM 

MSE 3.2236𝐸𝐸 − 3 2.8591𝐸𝐸 − 3 1.8444𝐸𝐸 − 3 1.1615𝐸𝐸 − 9 

MAE 1.3475𝐸𝐸 − 1 1.1002𝐸𝐸 − 1 7.5048𝐸𝐸 − 2 6.1525𝐸𝐸 − 4 

When 𝝉𝝉 = 𝟎𝟎. 𝟐𝟐𝟐𝟐 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=1.0739-PNIM 

MSE 2.1438𝐸𝐸 − 2 1.8426𝐸𝐸 − 2 1.0622𝐸𝐸 − 2 1.8603𝐸𝐸 − 11 

MAE 3.1035𝐸𝐸 − 1 2.8479𝐸𝐸 − 1 1.9854𝐸𝐸 − 1 1.9578𝐸𝐸 − 5 
 

 

 
 

                  
 

                                         (a)                                                                                (b) 

 

                       
                                           (c)                                                                             (d) 
 

Figure 1: Shows the difference between Exact solution, αDO-PNIM and different values of α, 
when 𝜏𝜏 =1 in (a),𝜏𝜏 =0.75 in (b), 𝜏𝜏 =0.5 in (c), 𝜏𝜏 =0.25 in (d). 
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Figure 1: Shows the difference between Exact solution, αDO-PNIM and different values of α, 
when 𝜏𝜏 =1 in (a),𝜏𝜏 =0.75 in (b), 𝜏𝜏 =0.5 in (c), 𝜏𝜏 =0.25 in (d). 
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6.2. EXAMPLE [16]  

Consider the following Non-Linear time-fractional equation, with the initial conditions 
∂𝜏𝜏𝑦𝑦(𝑥𝑥,𝑡𝑡)

∂𝑡𝑡𝜏𝜏 + 𝑦𝑦(𝑥𝑥, 𝑡𝑡)𝑦𝑦𝑥𝑥(𝑥𝑥, 𝑡𝑡) = 𝑥𝑥 + 𝑥𝑥𝑡𝑡2 ,   𝑥𝑥, 𝑡𝑡 ∈ [0,1]   , 0 < 𝜏𝜏 ≤ 1                                                            (42)                                                                                                                            

𝑦𝑦(𝑥𝑥, 0) = 0                                                                                                                                              (43)                                                                                     

And the exact solution 

𝑦𝑦(𝑥𝑥, 𝑡𝑡) = 𝑥𝑥𝑥𝑥                                                                                                                                             (44)      

Form equation (42) we have        
∂𝜏𝜏𝑦𝑦(𝑥𝑥,𝑡𝑡)

∂𝑡𝑡𝜏𝜏 = −𝑦𝑦(𝑥𝑥, 𝑡𝑡)𝑦𝑦𝑥𝑥(𝑥𝑥, 𝑡𝑡) + 𝑥𝑥 + 𝑥𝑥𝑡𝑡2                                                                                                    (45) 

Integration from both sides of equation (32) by using Riemann-Liouville Fractional For Integral 

𝑦𝑦(𝑥𝑥, 𝑡𝑡) = 𝐽𝐽𝜏𝜏(𝑥𝑥 + 𝑥𝑥𝑡𝑡2) + 𝐽𝐽𝜏𝜏(−𝑦𝑦(𝑥𝑥, 𝑡𝑡)𝑦𝑦𝑥𝑥(𝑥𝑥, 𝑡𝑡))                                                                                       (46) 

Where 𝑓𝑓(𝑥𝑥, 𝑡𝑡) = 𝑥𝑥 + 𝑥𝑥𝑡𝑡2 and 𝑁𝑁(𝑦𝑦(𝑥𝑥, 𝑡𝑡)) = 𝑦𝑦(𝑥𝑥, 𝑡𝑡)𝑦𝑦𝑥𝑥(𝑥𝑥, 𝑡𝑡) 

Then we get the initial iteration 

𝑦𝑦0(𝑥𝑥, 𝑡𝑡) = 𝑥𝑥 Γ(0 + 1)𝑡𝑡(𝑘𝑘+0)

Γ(𝑘𝑘 + 0 + 1) + 𝑥𝑥 Γ(2 + 1)𝑡𝑡(𝑘𝑘+2)

Γ(𝑘𝑘 + 2 + 1) = 𝑥𝑥 (𝑡𝑡 + 1
3 𝑡𝑡3) 

𝑦𝑦1(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡))                                                                      

              = 𝑥𝑥 (Γ(0+1)𝑡𝑡(𝑘𝑘+0)

Γ(𝑘𝑘+0+1) + 1
3

Γ(3+1)𝑡𝑡(𝑘𝑘+3)

Γ(𝑘𝑘+3+1) ) = (1
2 𝑡𝑡2 + 1

12 𝑡𝑡4)
2

𝑥𝑥
                                                               

𝑦𝑦2(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡))                                                                                                          

                = ((Γ(1+1)𝑡𝑡(𝑘𝑘+1)

Γ(𝑘𝑘+1+1) + 1
3

Γ(3+1)𝑡𝑡(𝑘𝑘+3)

Γ(𝑘𝑘+3+1) + (1
2

Γ(2+1)𝑡𝑡(𝑘𝑘+2)

Γ(𝑘𝑘+2+1) + 1
12

Γ(4+1)𝑡𝑡(𝑘𝑘+4)

Γ(𝑘𝑘+4+1) )
2

))
2

𝑥𝑥 − (𝑡𝑡1 + 1
3

Γ(3+1)𝑡𝑡(𝑘𝑘+3)

Γ(𝑘𝑘+3+1) )
2

𝑥𝑥
    

𝑦𝑦3(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦2(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡))                                                           

                = (𝛤𝛤(1+1)𝑡𝑡(𝑘𝑘+1)

𝛤𝛤(𝑘𝑘+1+1) + 𝛤𝛤(3+1)𝑡𝑡(𝑘𝑘+3)

3𝛤𝛤(𝑘𝑘+3+1) + (𝛤𝛤(2+1)𝑡𝑡(𝑘𝑘+2)

2𝛤𝛤(𝑘𝑘+2+1) + 𝛤𝛤(4+1)𝑡𝑡(𝑘𝑘+4)

12 𝛤𝛤(𝑘𝑘+4+1) + (𝛤𝛤(3+1)𝑡𝑡(𝑘𝑘+3)

6 𝛤𝛤(𝑘𝑘+3+1) + 𝛤𝛤(5+1)𝑡𝑡(𝑘𝑘+5)

60 𝛤𝛤(𝑘𝑘+5+1))
2

)
2

)

(𝛤𝛤(0+1)𝑡𝑡(𝑘𝑘+0)

𝛤𝛤(𝑘𝑘+0+1) + 𝛤𝛤(3+1)𝑡𝑡(𝑘𝑘+3)

3 𝛤𝛤(𝑘𝑘+3+1) + (𝛤𝛤(2+1)𝑡𝑡(𝑘𝑘+2)

2 𝛤𝛤(𝑘𝑘+2+1) + 𝛤𝛤(4+1)𝑡𝑡(𝑘𝑘+4)

12 𝛤𝛤(𝑘𝑘+4+1))
2

) 𝑥𝑥                                  

− (𝛤𝛤(1+1)𝑡𝑡(𝑘𝑘+1)

𝛤𝛤(𝑘𝑘+1+1) + 𝛤𝛤(3+1)𝑡𝑡(𝑘𝑘+3)

3 𝛤𝛤(𝑘𝑘+3+1) + (𝛤𝛤(2+1)𝑡𝑡(𝑘𝑘+2)

2 𝛤𝛤(𝑘𝑘+2+1) + 𝛤𝛤(4+1)𝑡𝑡(𝑘𝑘+4)

12 𝛤𝛤(𝑘𝑘+4+1))
2

)
2

𝑥𝑥                                    

                           

The solution by using αDO-PNIM will be 

𝑦𝑦𝛼𝛼(𝑥𝑥, 𝑡𝑡) = ∑  4
𝑚𝑚=0 𝑦𝑦𝑚𝑚(𝑥𝑥, 𝑡𝑡)(𝑡𝑡 − 𝑡𝑡𝛼𝛼)𝑚𝑚,  Where 𝑡𝑡𝛼𝛼 = 𝑎𝑎𝛼𝛼 + (1 − 𝑏𝑏)𝛼𝛼 = 1 − 𝛼𝛼 

𝑦𝑦α(𝑥𝑥, 𝑡𝑡) = 𝑥𝑥𝑡𝑡𝜏𝜏

Γ(𝜏𝜏+1) + 2𝑥𝑥𝑡𝑡(𝜏𝜏+2)

Γ(𝜏𝜏+3) + ( 𝑡𝑡(𝜏𝜏+1)

Γ(𝜏𝜏+2) + 2𝑡𝑡(𝜏𝜏+3)

Γ(𝜏𝜏+4))
2

𝑥𝑥(𝑡𝑡 + 𝛼𝛼)  + (( 𝑡𝑡(𝜏𝜏+1)

Γ(𝜏𝜏+2) + 2𝑡𝑡(𝜏𝜏+3)

Γ(𝜏𝜏+4) + ( 𝑡𝑡(𝜏𝜏+2)

Γ(𝜏𝜏+3) + 2𝑡𝑡(𝜏𝜏+4)

Γ(𝜏𝜏+5))
2
) 𝑥𝑥 −

( 𝑡𝑡(𝜏𝜏+1)

Γ(𝜏𝜏+2) + 2𝑡𝑡(𝜏𝜏+3)

Γ(𝜏𝜏+4))
2

𝑥𝑥) (𝑡𝑡 + 𝛼𝛼)2 + ( 𝑡𝑡(𝜏𝜏+2)

Γ(𝜏𝜏+3) + 2𝑡𝑡(𝜏𝜏+4)

Γ(𝜏𝜏+5) + ( 𝑡𝑡(𝜏𝜏+3)

Γ(𝜏𝜏+4) + 2𝑡𝑡(𝜏𝜏+5)

Γ(𝜏𝜏+6))
2
) ( 𝑡𝑡𝜏𝜏

Γ(𝜏𝜏+1) + 2𝑡𝑡(𝜏𝜏+3)

Γ(𝜏𝜏+4) + ( 𝑡𝑡(𝜏𝜏+2)

Γ(𝜏𝜏+3) +

2𝑡𝑡(𝜏𝜏+4)

Γ(𝜏𝜏+5))
2
) 𝑥𝑥 ( 𝑡𝑡(𝜏𝜏+1)

Γ(𝜏𝜏+2) + 2𝑡𝑡(𝜏𝜏+3)

Γ(𝜏𝜏+4) + ( 𝑡𝑡(𝜏𝜏+1)

Γ(𝜏𝜏+2) + 2𝑡𝑡(𝜏𝜏+3)

Γ(𝜏𝜏+4) + ( 𝑡𝑡(𝜏𝜏+2)

Γ(𝜏𝜏+3) + 2𝑡𝑡(𝜏𝜏+4)

Γ(𝜏𝜏+5))
2
) 𝑥𝑥) (𝑡𝑡 + 𝛼𝛼)3 + ⋯                                  (47)         



92 8th International Conference on Computational Mathematics and Engineering Sciences
17 – 19 May 2024, Şanlıurfa – Türkiye

9 
 

Using the DO algorithm, we will calculate the best value of α for different values of order 𝜏𝜏, Given that 
equation (47) is the fitness function for 𝑦𝑦(𝑥𝑥, 𝑡𝑡) after subtracting it from the exact solution, then we will 
obtain the final approximate solution of αDO-PNIM, for which we will calculate the MSE and MAE 
when 𝑡𝑡 = 0.01 and 𝑥𝑥 ∈ [0,1] and compared with values for 𝛼𝛼 that were adopted randomly, as shown in 
Table (2) and Figure (2).  

Table 2: Comparison MSE and MAE for NIM and α-PNIM 

When 𝝉𝝉 = 𝟏𝟏 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=2.2908-PNIM 

MSE 1.0578𝐸𝐸 − 13 1.4076𝐸𝐸 − 16 2.0966𝐸𝐸 − 14 5.1153𝐸𝐸 − 22 

MAE 5.4975𝐸𝐸 − 7 2.0054𝐸𝐸 − 8 2.4475𝐸𝐸 − 7 3.8230𝐸𝐸 − 11 

When 𝝉𝝉𝝉𝝉=𝟎𝟎𝟎𝟎.𝟕𝟕𝟕𝟕�� α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=-6.5232-PNIM 

MSE 2.0832𝐸𝐸 − 4 2.0844𝐸𝐸 − 4 2.0851𝐸𝐸 − 4 1.0621𝐸𝐸 − 13 

MAE 2.4397𝐸𝐸 − 2 2.4404𝐸𝐸 − 2 2.4407𝐸𝐸 − 2 5.5089𝐸𝐸 − 7 

When 𝝉𝝉𝝉𝝉=𝟎𝟎𝟎𝟎.𝟓𝟓𝟓𝟓 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=-4.6763-PNIM 

MSE 3.6911𝐸𝐸 − 2 3.6975𝐸𝐸 − 2 3.7008𝐸𝐸 − 3 2.3098𝐸𝐸 − 12 

MAE 1.0269𝐸𝐸 − 1 1.0278𝐸𝐸 − 1 1.0282𝐸𝐸 − 1 2.5689𝐸𝐸 − 6 

When 𝝉𝝉 = 𝟎𝟎. 𝟐𝟐𝟐𝟐 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=-3.1009-PNIM 

MSE 3.9793𝐸𝐸 − 2 4.0036𝐸𝐸 − 2 4.0159𝐸𝐸 − 2 8.3003𝐸𝐸 − 11 

MAE 3.3718𝐸𝐸 − 1 3.3821𝐸𝐸 − 1 3.3873𝐸𝐸 − 1 1.5399𝐸𝐸 − 5 
 

       
                                             (a)                                                                    (b) 

                           
                                             (c)                                                                    (d) 

Figure 2: Shows the difference between exact solution, αDO-PNIM and different values of α, 
when 𝜏𝜏 =1 in (a),𝜏𝜏 =0.75 in (b), 𝜏𝜏 =0.5 in (c), 𝜏𝜏 =0.25 in (d). 

𝛼𝛼𝐷𝐷𝐷𝐷 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃                     ∗∗∗∗
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜 𝛼𝛼 _____
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆                _____

     

 

𝛼𝛼𝐷𝐷𝐷𝐷 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃                     ∗∗∗∗
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜 𝛼𝛼 _____
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆                _____

     

 

𝛼𝛼𝐷𝐷𝐷𝐷 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃                     ∗∗∗∗
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜 𝛼𝛼 _____
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆                _____

     

 

𝛼𝛼𝐷𝐷𝐷𝐷 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃                     ∗∗∗∗
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜 𝛼𝛼 _____
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆                _____
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Using the DO algorithm, we will calculate the best value of α for different values of order 𝜏𝜏, Given that 
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when 𝑡𝑡 = 0.01 and 𝑥𝑥 ∈ [0,1] and compared with values for 𝛼𝛼 that were adopted randomly, as shown in 
Table (2) and Figure (2).  
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MSE 3.6911𝐸𝐸 − 2 3.6975𝐸𝐸 − 2 3.7008𝐸𝐸 − 3 2.3098𝐸𝐸 − 12 

MAE 1.0269𝐸𝐸 − 1 1.0278𝐸𝐸 − 1 1.0282𝐸𝐸 − 1 2.5689𝐸𝐸 − 6 
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                                             (a)                                                                    (b) 

                           
                                             (c)                                                                    (d) 

Figure 2: Shows the difference between exact solution, αDO-PNIM and different values of α, 
when 𝜏𝜏 =1 in (a),𝜏𝜏 =0.75 in (b), 𝜏𝜏 =0.5 in (c), 𝜏𝜏 =0.25 in (d). 
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6.3. EXAMPLE [17] 

Consider the following Non-Linear FPDE 

𝐷𝐷𝑡𝑡
𝜏𝜏𝑢𝑢(𝑥𝑥, 𝑡𝑡) = 𝑦𝑦𝑥𝑥𝑥𝑥(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦(𝑥𝑥, 𝑡𝑡)𝑦𝑦𝑥𝑥(𝑥𝑥, 𝑡𝑡) ,   𝑥𝑥, 𝑡𝑡 ∈ [0,1]   , 0 < 𝜏𝜏 ≤ 1                                                      (48)                                                                                                                            

With the initial conditions 

𝑦𝑦(𝑥𝑥, 0) = 2 − 𝑥𝑥                                                                                                                                       (49)                                                                                     

And the exact solution  

𝑦𝑦(𝑥𝑥, 𝑡𝑡) = 2−𝑥𝑥
1+𝑡𝑡                                                                                                                                           (50)  

Integration from both sides of equation (48) by using Riemann-Liouville Fractional for Integral 

𝑦𝑦(𝑥𝑥, 𝑡𝑡) = ∫ 0𝑡𝑡
0 𝑑𝑑𝑑𝑑 + 𝐽𝐽𝜏𝜏(𝑦𝑦𝑥𝑥𝑥𝑥 + 𝑦𝑦𝑦𝑦𝑥𝑥 )                                                                                                         (51) 

Where 𝑓𝑓(𝑥𝑥, 𝑡𝑡) = 0 and 𝑁𝑁(𝑦𝑦(𝑥𝑥, 𝑡𝑡)) = 𝑢𝑢𝑥𝑥𝑥𝑥 + 𝑢𝑢𝑢𝑢𝑥𝑥 

By using the initial conditions, we get the Initial iteration 

𝑦𝑦0(𝑥𝑥, 𝑡𝑡) = 2 − 𝑥𝑥                                                                                                                                    

From the definition of NIM we get the required iterations 

𝑦𝑦1(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡))                                                                       
               = (2 − 𝑥𝑥) 𝛤𝛤(0+1)𝑡𝑡(𝑘𝑘+0)

𝛤𝛤(𝑘𝑘+0+1)                                                          
                                                              

𝑦𝑦2(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡))                                                                                                        
               = (1

2 − 𝑥𝑥
4) 𝛤𝛤(4+1)𝑡𝑡(𝑘𝑘+4)

𝛤𝛤(𝑘𝑘+4+1) + (2 − 𝑥𝑥) 𝛤𝛤(2+1)𝑡𝑡(𝑘𝑘+2)

𝛤𝛤(𝑘𝑘+2+1)                                                                                                   
    

𝑦𝑦3(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦2(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡))                                             
                = (1

2 − 𝑥𝑥
4) 𝛤𝛤(6+1)𝑡𝑡(𝑘𝑘+6)

30𝛤𝛤(𝑘𝑘+6+1) + (2 − 𝑥𝑥) 𝛤𝛤(4+1)𝑡𝑡(𝑘𝑘+4)

𝛤𝛤(𝑘𝑘+4+1) ( 1
7200 − 1𝑥𝑥

14400) 𝛤𝛤(12+1)𝑡𝑡(𝑘𝑘+12)

12 𝛤𝛤(𝑘𝑘+12+1) + ( 1
360 − 1𝑥𝑥

720) 𝑡𝑡10

+ ( 11
360 − 11𝑥𝑥

720) 𝛤𝛤(8+1)𝑡𝑡(𝑘𝑘+8)

𝛤𝛤(𝑘𝑘+8+1) + (1
5 − 1𝑥𝑥

10) 𝛤𝛤(6+1)𝑡𝑡(𝑘𝑘+6)

𝛤𝛤(𝑘𝑘+6+1) + (1
3 − 1𝑥𝑥

6 ) 𝛤𝛤(4+1)𝑡𝑡(𝑘𝑘+4)

𝛤𝛤(𝑘𝑘+4+1)                
     

                       

𝑦𝑦4(𝑥𝑥, 𝑡𝑡) = 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦2(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦3(𝑥𝑥, 𝑡𝑡)) − 𝑁𝑁(𝑦𝑦0(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦1(𝑥𝑥, 𝑡𝑡) + 𝑦𝑦2(𝑥𝑥, 𝑡𝑡)) 

                 = −0.604540218010−5(2 − 𝑥𝑥) ( 1
7200 − 𝑥𝑥

14400) (− 1
235872000 + 𝑥𝑥

471744000) 𝑡𝑡40.25 +

0.4184160989 (− ( 1
47520 − 𝑥𝑥

95040) (− 1
235872000 + 𝑥𝑥

471744000) +
(2−𝑥𝑥)( 1

7200− 𝑥𝑥
14400)

6227020800 ) 𝑡𝑡32.25 + ⋯  

The solution by using αDO-PNIM will be 

𝑦𝑦𝛼𝛼(𝑥𝑥, 𝑡𝑡) = ∑  4
𝑚𝑚=0 𝑦𝑦𝑚𝑚(𝑥𝑥, 𝑡𝑡)(𝑡𝑡 − 𝑡𝑡𝛼𝛼)𝑚𝑚,   Where 𝑡𝑡𝛼𝛼 = 𝑎𝑎𝛼𝛼 + (1 − 𝑏𝑏)𝛼𝛼 = 1 − 𝛼𝛼 

𝑦𝑦α(𝑥𝑥, 𝑡𝑡) = 2 − 𝑥𝑥 + (2−𝑥𝑥)𝑡𝑡𝜏𝜏(𝑡𝑡−1+𝛼𝛼)
Γ(𝜏𝜏+1) + (24(1

2−𝑥𝑥
4)𝑡𝑡(𝜏𝜏+4)

Γ(𝜏𝜏+5) + 2(2−𝑥𝑥)𝑡𝑡(𝜏𝜏+2)

Γ(𝜏𝜏+3) ) (𝑡𝑡 − 1 + 𝛼𝛼)2 + (24(1
2−𝑥𝑥

4)𝑡𝑡(𝜏𝜏+6)

Γ(𝜏𝜏+7) +

958003200(2−𝑥𝑥)𝑡𝑡(𝜏𝜏+4)( 1
7200− 𝑥𝑥

14400)𝑡𝑡(𝜏𝜏+12)

Γ(𝜏𝜏+5)Γ(𝜏𝜏+13) +
3628800( 1

360− 𝑥𝑥
720)𝑡𝑡(𝜏𝜏+10)

Γ(𝜏𝜏+11) +
40320( 11

360−11𝑥𝑥
720)𝑡𝑡(𝜏𝜏+8)

Γ(𝜏𝜏+9) +
720(1

5− 𝑥𝑥
10)𝑡𝑡(𝜏𝜏+6)

Γ(𝜏𝜏+7) +
24(1

3−𝑥𝑥
6)𝑡𝑡(𝜏𝜏+4))

Γ(𝜏𝜏+5) ) (𝑡𝑡 − 1 + 𝛼𝛼)3 + ⋯                                                                                                           (52)         
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Using the DO algorithm, we will calculate the best value of α for different values of order 𝜏𝜏, Given that 

equation (52) is the fitness function for 𝑦𝑦(𝑥𝑥, 𝑡𝑡) after subtracting it from the exact solution, then we will 

obtain the final approximate solution of αDO-PNIM, for which we will calculate the MSE and MAE 

when 𝑡𝑡 = 0.01 and 𝑥𝑥 ∈ [0,1] and compared with values for α that were adopted randomly, as shown in 

Table (3) and Figure (3).  

Table 2: Comparison MSE and MAE for NIM and α-PNIM 

When 𝝉𝝉 = 𝟏𝟏 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=-0.00013168-PNIM 

MSE 1.4840𝐸𝐸 − 7 1.4701𝐸𝐸 − 5 5.8775𝐸𝐸 − 5 1.0079𝐸𝐸 − 21 

MAE 5.0260𝐸𝐸 − 4 5.0023𝐸𝐸 − 3 1.0002𝐸𝐸 − 2 8.8580𝐸𝐸 − 11 

When 𝝉𝝉 = 𝟎𝟎. 𝟕𝟕𝟕𝟕 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=0.70224-PNIM 

MSE 1.2759𝐸𝐸 − 3 5.6895𝐸𝐸 − 4 1.1378𝐸𝐸 − 4 2.9346𝐸𝐸 − 15 

MAE 2.3301𝐸𝐸 − 2 1.5559𝐸𝐸 − 2 1.3916𝐸𝐸 − 2 7.0684𝐸𝐸 − 8 

When 𝝉𝝉 = 𝟎𝟎. 𝟓𝟓 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=0.90225-PNIM 

MSE 2.3023𝐸𝐸 − 2 1.2728𝐸𝐸 − 2 4.8411𝐸𝐸 − 3 5.6618𝐸𝐸 − 13 

MAE 1.9796𝐸𝐸 − 1 1.4719𝐸𝐸 − 1 9.0776𝐸𝐸 − 2 9.8170𝐸𝐸 − 7 

When 𝝉𝝉 = 𝟎𝟎. 𝟐𝟐𝟐𝟐 α0.025-PNIM α0.25-PNIM α0.5-PNIM αDO=0.96162-PNIM 

MSE 2.5089𝐸𝐸 − 1 1.4483𝐸𝐸 − 1 6.0948𝐸𝐸 − 2 1.7032𝐸𝐸 − 13 

MAE 6.5349𝐸𝐸 − 1 4.9651𝐸𝐸 − 1 3.2209𝐸𝐸 − 1 5.3844𝐸𝐸 − 7 
 

                                      
(a)                                                                                   (b) 

                                
(c)                                                                                     (d) 

Figure 3: Shows the difference between exact solution, αDO-PNIM and different values of α, 
when 𝜏𝜏 =1 in (a),𝜏𝜏 =0.75 in (b), 𝜏𝜏 =0.5 in (c), 𝜏𝜏 =0.25 in (d). 
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7. CONCLUSIONS 

In this Paper, the NIM was developed by combining it with linear combination. This linear combination 

is in terms of the parameter α, where α works to combine the solutions and adjust them with respect to the 

exact solution. The intelligent DO algorithm was also used to choose the appropriate value for the 

parameter α by relying on the final approximate solution for α-PDTM as a fitness function after subtracting 

from the exact solution. The results of the α-PNIM (Which contains a random value for the parameter α) 

were compared with αDO-PDTM (Which contains the parameter α chosen by DO) through three examples 

of F-PDEs shown in Tables (1-3) and Figures (1-3), where αDO-PDTM shows superior results on α-PDTM 

by calculating MSE and MAE.  
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Abstract  

Automatic detection and classification of ships from satellite imagery is an important research 
area that can be used to monitor maritime traffic, environmental pollution, drug trafficking, 
migrant smuggling, border violations and other crimes. Convolutional Neural Networks 
(CNNs), one of the deep learning algorithms that has become popular in recent years, has 
achieved successful results in computer vision problems such as object detection and 
classification. In this study, the ship detection and classification performances of three different 
versions (YOLOv5, YOLOv7, YOLOv9) of the CNN-based object detection algorithm You 
Only Look Once (YOLO) were compared in satellite images. The advantages and 
disadvantages of the available YOLO-based architectures for detecting ships using satellite 
imagery are discussed. According to the test results, YOLOv5l architecture was more successful 
in ship detection and classification than other YOLO architectures, achieving 0.984 precision, 
0.984 recall, 0.991 mAP and 0.984 F1 score values, respectively. The results show that YOLO-
based architectures can provide promising benefits for the maritime industry and security 
applications. 

Keywords: Remote Sensing, Ship Classification, Object Detection, YOLO. 

1.INTRODUCTION 

Automatic detection and classification of ships is an increasingly important research area in 
maritime security. The ability to detect ships and obtain information about their maneuvers and 
behaviors is crucial for the management of ship traffic and the control of port entrances and 
exits [1]. Moreover, security forces employ ship detection technologies to monitor and 
investigate criminal activities such as environmental pollution, drug trafficking, migrant 
smuggling, and border violations. The automatic detection of security breaches by computers 
prevents the loss of labor and the occurrence of false alarms due to potential human error. A 
variety of imaging techniques are employed to identify maritime ships. The first of these is 
synthetic aperture radar (SAR) imagery. SAR images are preferred over other types of images 
because they are less affected by weather conditions and time [2], [3], [4]. Additionally, SAR 
images can be utilized to ascertain the velocity of moving objects [3]. However, SAR images 
often contain high levels of speckles. In addition, it is insensitive to wooden materials and is 
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difficult to interpret by humans [5]. Another imaging method is high-resolution optical satellite 
images. In contrast to SAR, optical satellite imagery is often the preferred method for ship 
detection and classification, as it can provide more detailed information, especially for the 
detection of small targets and the recognition of ships [6], [7], [8]. Although high-resolution 
images have been obtained with the developments in remote sensing technology, the detection 
of ships from optical satellite images remains a challenging task due to various conditions, 
including fog, waves, and sunlight reflection. So, there is a clear need for further studies in this 
field [8]. While classical machine learning methods were previously employed for object 
detection and classification tasks, they have now been superseded by deep learning algorithms 
[9]. In particular, convolutional neural networks (CNNs), which have demonstrated remarkable 
success in numerous computer vision applications, have emerged as a promising avenue for 
addressing ship detection and classification tasks [8]. A number of studies in the literature are 
as follows. In 2019, Scholler et al. [10] conducted a study on object detection at sea using Long 
Wavelength Infrared (LWIR) images. In the study, the RetinaNet, YOLO and Faster RCNN 
models are employed to focus on detecting ships and mines on the sea surface. Ophoff et al. 
[11], compared the strengths and weaknesses of four different YOLO ONLY LOOK (YOLO) 
models, namely YOLOV2, YOLOV3, YOLT and D-YOLO, on a dataset specifically created 
for vehicle and ship detection. The results of this study indicated that the YOLT model was 
more successful than YOLOV3 and D-YOLO in detecting ships.  Atik and İpbüker [12] 
achieved an accuracy rate of 99.17% in the classification of ships using the Mask-R CNN 
architecture with the ResNet-101 model using the AIRBUS Ship Detection dataset. In another 
study conducted by Patel et al. in 2022 [13], the authors employed a Graphical Neural Network 
(GNN) and the YOLOv7 model to detect ships using the HRSID dataset. The results indicated 
that the YOLOv7 algorithm achieved a 93.4% success rate. A further study by Patel et al. [14] 
compared the performance of different versions of the YOLO algorithm, including YOLOv3, 
YOLOv4 and YOLOv5, after training on a large satellite image dataset of the Airbus Ship 
Challenge using the Airbus dataset, which consists of approximately 40,000 satellite images. 
The study found that the YOLOv5 object detection algorithm demonstrated superior 
performance in terms of success rate compared to the other YOLO versions. YOLOv5 achieved 
a 99% success rate, while YOLOv4 achieved a 98% success rate and YOLOv3 achieved a 97% 
success rate. Kızılkaya et al. [7] trained the YOLOv4 algorithm for the detection and 
classification of ship types using a dataset created with Google Earth images. The YOLOv4 
model achieved an accuracy of 84.31% and a F1 score of 75.34% in the recognition of ships. 

A review of the literature reveals that the YOLO algorithm is employed in object detection and 
that it yields successful results. However, to the best of our knowledge, no study has evaluated 
newer YOLO architectures for ship detection and classification from satellite images. The 
YOLO algorithm is a CNN-based object detection algorithm developed for real-time object 
detection [15]. Since its initial release, the algorithm has undergone continuous development, 
resulting in multiple versions, including V1 to V9 [16], [17], [18]. This study evaluates the 
performance of three versions of the algorithm, namely YOLOv5 [18], YOLOv7[16] and 
YOLOv9[17], in detecting and classifying ships from optical satellite images. 
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for vehicle and ship detection. The results of this study indicated that the YOLT model was 
more successful than YOLOV3 and D-YOLO in detecting ships.  Atik and İpbüker [12] 
achieved an accuracy rate of 99.17% in the classification of ships using the Mask-R CNN 
architecture with the ResNet-101 model using the AIRBUS Ship Detection dataset. In another 
study conducted by Patel et al. in 2022 [13], the authors employed a Graphical Neural Network 
(GNN) and the YOLOv7 model to detect ships using the HRSID dataset. The results indicated 
that the YOLOv7 algorithm achieved a 93.4% success rate. A further study by Patel et al. [14] 
compared the performance of different versions of the YOLO algorithm, including YOLOv3, 
YOLOv4 and YOLOv5, after training on a large satellite image dataset of the Airbus Ship 
Challenge using the Airbus dataset, which consists of approximately 40,000 satellite images. 
The study found that the YOLOv5 object detection algorithm demonstrated superior 
performance in terms of success rate compared to the other YOLO versions. YOLOv5 achieved 
a 99% success rate, while YOLOv4 achieved a 98% success rate and YOLOv3 achieved a 97% 
success rate. Kızılkaya et al. [7] trained the YOLOv4 algorithm for the detection and 
classification of ship types using a dataset created with Google Earth images. The YOLOv4 
model achieved an accuracy of 84.31% and a F1 score of 75.34% in the recognition of ships. 

A review of the literature reveals that the YOLO algorithm is employed in object detection and 
that it yields successful results. However, to the best of our knowledge, no study has evaluated 
newer YOLO architectures for ship detection and classification from satellite images. The 
YOLO algorithm is a CNN-based object detection algorithm developed for real-time object 
detection [15]. Since its initial release, the algorithm has undergone continuous development, 
resulting in multiple versions, including V1 to V9 [16], [17], [18]. This study evaluates the 
performance of three versions of the algorithm, namely YOLOv5 [18], YOLOv7[16] and 
YOLOv9[17], in detecting and classifying ships from optical satellite images. 

2.GENERAL PROPERTIES OF METHOD 

The objective of this study is to compare the performance of three different versions of YOLO 
algorithms in detecting and classifying ships from optical satellite images. In the study, four 
YOLOv5 version, two YOLOv7 version and one YOLOv9 version was utilized. Figure 1 
presents a visual representation of the overall study. 

 

Figure 1 Flowchart of the study. 

2.1 Dataset 

The open-source datasets utilized in the literature for the detection of ships are generated 
through the cropping of images sourced from Google Earth and various satellites. There isn’t 
any standard database, and many datasets are not shared as open source. This study utilizes the 
Very High-Resolution Ships (VHRShips) dataset created by Kızılkaya et al. [7]. The VHRShips 
dataset includes a total of 6,312 images with a resolution of 720x1280, obtained from Google 
Earth. Of these, 1,000 lack any floating elements. The remaining 5,312 images contain at least 
one ship. The data set comprises 34 different classes and is currently divided into training and 
test sets [21]. Table 1 presents the class distributions and total number of classes for the training 
and test groups. Figure 2 also includes some examples from the dataset. 

Table 1 The class distributions of the training and test groups in the dataset. 

S.N. Class Name Numbers of 
Training Data 

Numbers of Test 
Data 

1 Aircraft 35 6 
2 Auxilary 164 40 
3 Barge PonToon 737 138 
4 Bulk Carrier 678 128 
5 Coast Guard 40 10 
6 Coaster 346 55 
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7 Container 580 111 
8 Cruiser 68 14 
9 Destroyer 91 17 
10 Dredger Revlamation 268 54 
11 Dredging 195 42 
12 Drill 34 6 
13 Ferry 99 17 
14 Fishing 37 6 
15 Floating Dock 52 12 
16 Frigate 71 11 
17 General Cargo 655 131 
18 Landing 34 9 
19 LPG 33 7 
20 Offshore 127 25 
21 Oil Tanker 592 118 
22 Ore Carrier 771 159 
23 Other 27 6 
24 Passanger 144 27 
25 Patrol Force 102 13 
26 Roro 102 20 
27 Service Craft 151 10 
28 Small Boat 944 177 
29 Small Passanger 418 72 
30 Submarine 50 6 
31 Tanker 779 148 
32 Tug 854 171 
33 Undefined 435 83 
34 Yatch 1620 326 

Total  5312 1075 
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Figure 2 Example images from the dataset: (a) the original image and (b) the labelled image. 

2.2 YOLO 

Object detection and classification is a significant challenge in the field of computer vision. To 
address this issue, researchers have developed a range of algorithms over time. Recently, CNN-
based object detection algorithms have gained prominence due to the rise of deep learning 
techniques. Among these algorithms, YOLO stands out for its high detection speed and compact 
model size. The initial version of YOLO was introduced by Reademon et al. in 2015 [15]. In 
contrast to two-step object detection algorithms, YOLO performs bounding box detection and 
classification in a single step. Over the years, various versions of YOLOv2, YOLOv3, 
YOLOv4, YOLOv5, YOLOv6, YOLOv7, YOLOv8, and YOLOv9 have been developed. In 
this study, the YOLOv5, YOLOv7, and YOLOv9 models are evaluated. 

2.2.1 YOLOv5 

YOLOv5 was presented by Glenn et al. in 2020 [19]. The architecture consists of input, 
backbone, neck, and head (prediction) modules as in other YOLO models. The model can take 
640X640 or 1280x1280 images as input. YOLOv5 was developed using PyTorch development 
environment instead of Darknet development environment like older versions. The number of 
parameters included in the model determines the scale of the architecture, which is reflected in 
the nomenclature: YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. In this study, 
the YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l models were employed.  

2.2.2 YOLOv7  
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YOLOv7 was developed by Wang et al. in 2022 [20]. The model architecture contains several 
modifications, including improvements to the loss function, backbone network and activation 
function. These modifications resulted in a model with 40% fewer parameters than other object 
detection algorithms, while simultaneously demonstrating enhanced classification speed and 
performance. YOLOv7 comprises input, backbone, neck, and head modules like older versions. 
The model is capable of processing images with a resolution of either 640×640 or 1280×1280. 
The most significant advancement brought about by the YOLOv7 architecture is the Extended 
Efficient Layer Aggregation Network (E-ELAN) module incorporated into the neck. E-ELAN 
modules provide a framework that enables the network to continuously enhance its learning 
capacity through the utilization of extend, mix, merge links, thereby improving the learning 
capacity of the operational network without disrupting the original gradient path. The YOLOv7 
architecture comprises a number of scale models, including YOLOv7tiny, YOLOv7 and 
YOLOv7w6. In this study, the YOLOv7tiny and YOLOv7 models were utilized. 

2.2.3 YOLOv9 

The latest version of the YOLO architecture was developed by Chang et al. in 2024 [17]. The 
authors introduced two novel techniques: Programmable Gradient Information (PGI) and 
Generalized Efficient Layer Aggregation Network (GELAN). PGI prevents data loss and 
ensures accurate gradient updates, while GELAN enables the optimization of lightweight 
models through gradient path planning. The combination of PGI and the adaptive GELAN 
architecture in YOLOv9 not only enhances the learning capabilities of the model but also 
guarantees the preservation of vital information throughout the detection process. YOLOv9 is 
presented with four models ordered by the number of parameters: v9-S, v9-M, v9-C and v9-E. 
The YOLOV9-C model with shared weight values was used in this study. 

2.3 The Evaluation Criteria 

In this study, a comprehensive set of evaluation metrics is employed to assess the ship detection 
performance of the models. These metrics include precision (P), recall (R), mean average 
precision (mAP), and F1 score were calculated according to the following formulas:  

𝑃𝑃 = ��
�����

       (1) 

𝑅𝑅 = ��
�����

        (2) 
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In the equations, TP represents correctly detected ships, FP represents incorrectly detected 
ships, and FN represents undetected ships. 

2.4 Development Environment and Training Parameters 

All experiments in this study were conducted on Ubuntu 20.04, PyTorch 2.0.0, CUDA 11.8, 
Python 3.8, NVIDIA RTX 1080 Ti GPU with 12 GB VRAM and 2 Intel(R) Xeon(R) CPUs. All 
models were trained with the default training parameters to ensure an equal comparison. The 
transfer learning method was employed to train the models. The training parameters of the 
models are presented in Table 2. 

Table 2 Model training parameters 

Parameter Name Value 
Epoch 200 
Batch Size 16 
IOU 0.50 
Confidence 0.20 
Optimizer Stochastic Gradient Descent 
Learning Rate 0.01 
Momentum 0.93 
Weight Decay 0.0005 
Input size 640x640x3 

3.APPLICATIONS 

The ship detection and classification performances of the models evaluated within the scope of 
the study are presented in Table 3. According to test results the YOLOv5l model has been the 
most successful model, with precision, recall, mAP and F1 score values of 0.984, 0.984, 0.991 
and 0.984, respectively. The most successful model is followed by the YOLOv5m, YOLOv9-
c, YOLOv5s, YOLOv7-tiny, YOLOv7 and YOLOv5n models in terms of performance, 
respectively. 

Table 3 Model performances of the test data 

Model  Precision (All 
classes) 

Recall (All 
classes) 

mAP50 (All classes) F1-Score 

YOLOv5n 0.888 0.835 0.889 0.860 
YOLOv5s 0.966 0.975 0.978 0.970 
YOLOv5m 0.983 0.984 0.991 0.983 
YOLOv5l 0.984 0.984 0.991 0.984 
YOLOv7tiny 0.911 0.832 0.901 0.869 
YOLOv7 0.896 0.815 0.872 0.853 
YOLOv9-c 0.98 0.962 0.983 0.970 

 

Table 4 presents the total number of layers, the number of parameters, the number of Giga 
Floating Point Operations (GFLOPS), and the total memory allocation for the models. The data 
presented in Table 4 indicates that the YOLOv5n model, with the lowest detection performance, 
also has the least number of total parameters. However, it is not possible to conclude that the 
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opposite is true. The YOLOv9-c model, with the highest number of parameters, ranks third in 
terms of performance, as shown in Table 4. Nevertheless, this indicates that there is a correlation 
between the size of the model and its success, with the successful model having the second 
highest total parameter count in the ranking. 

Table 4 Model sizes 

Model  Layers Parameters GFLOPS Size 
YOLOv5n 157 1,805,167 4.3 3.9 MB 
YOLOv5s 157 7,101,823 16.1 14.5 MB 
YOLOv5m 212 20,986,287 48.4 42.4 MB 
YOLOv5l 267 46,285,983 108.4 93.1 MB 
YOLOv7tiny 208 6,096,894 13.4 12.4 MB 
YOLOv7 314 36,659,774 103.9 75.1 MB 
YOLOv9-c 604 50,774,508 237.0 102.9 MB 

 

Table 5 presents the performance metrics of the YOLOv5l model on a class-by-class basis. 
Upon examination of Table 5, it can be observed that a significant number of classes are 
detected with 100% accuracy by the model. Additionally, it is determined that the classes with 
the lowest detection performance of the model are 'yacht' with a recall value of 0.855 and 'small 
boat' with 0.901. The probable causes are the extremely small dimensions of these types of 
ships. Various studies have indicated that in remote sensing problems with optical satellite 
imagery, the detection performance of small objects is low [22], [23], [24]. Consequently, it is 
understandable that models have a low performance in detecting small ships. Figure 3 illustrates 
the detections made by the model on the test data. 

Table 5 Performance results of the YOLOv5l model by class 

Class Instances P R mAP 
All 2175 0.984 0.984 0.991 
Aircraft 6 0.958 1 0.995 
Auxilary 40 0.988 1 0.995 
Barge PonToon 138 0.992 0.956 0.977 
Bulk Carrier 128 1 0.996 0.995 
Coast Guard 10 0.975 1 0.995 
Coaster 55 1 0.979 0.994 
Container 111 0.997 1 0.995 
Cruiser 14 0.977 1 0.995 
Destroyer 17 0.987 1 0.995 
Dredger 
Revlamation 

54 0.993 1 0.995 

Dredging 42 0.991 1 0.995 
Drill 6 0.95 1 0.995 
Ferry 17 0.984 1 0.995 
Fishing 6 0.964 1 0.995 
Floating Dock 12 0.991 1 0.995 
Frigate 11 0.984 1 0.995 
General Cargo 131 0.997 1 0.995 
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opposite is true. The YOLOv9-c model, with the highest number of parameters, ranks third in 
terms of performance, as shown in Table 4. Nevertheless, this indicates that there is a correlation 
between the size of the model and its success, with the successful model having the second 
highest total parameter count in the ranking. 

Table 4 Model sizes 

Model  Layers Parameters GFLOPS Size 
YOLOv5n 157 1,805,167 4.3 3.9 MB 
YOLOv5s 157 7,101,823 16.1 14.5 MB 
YOLOv5m 212 20,986,287 48.4 42.4 MB 
YOLOv5l 267 46,285,983 108.4 93.1 MB 
YOLOv7tiny 208 6,096,894 13.4 12.4 MB 
YOLOv7 314 36,659,774 103.9 75.1 MB 
YOLOv9-c 604 50,774,508 237.0 102.9 MB 

 

Table 5 presents the performance metrics of the YOLOv5l model on a class-by-class basis. 
Upon examination of Table 5, it can be observed that a significant number of classes are 
detected with 100% accuracy by the model. Additionally, it is determined that the classes with 
the lowest detection performance of the model are 'yacht' with a recall value of 0.855 and 'small 
boat' with 0.901. The probable causes are the extremely small dimensions of these types of 
ships. Various studies have indicated that in remote sensing problems with optical satellite 
imagery, the detection performance of small objects is low [22], [23], [24]. Consequently, it is 
understandable that models have a low performance in detecting small ships. Figure 3 illustrates 
the detections made by the model on the test data. 

Table 5 Performance results of the YOLOv5l model by class 

Class Instances P R mAP 
All 2175 0.984 0.984 0.991 
Aircraft 6 0.958 1 0.995 
Auxilary 40 0.988 1 0.995 
Barge PonToon 138 0.992 0.956 0.977 
Bulk Carrier 128 1 0.996 0.995 
Coast Guard 10 0.975 1 0.995 
Coaster 55 1 0.979 0.994 
Container 111 0.997 1 0.995 
Cruiser 14 0.977 1 0.995 
Destroyer 17 0.987 1 0.995 
Dredger 
Revlamation 

54 0.993 1 0.995 

Dredging 42 0.991 1 0.995 
Drill 6 0.95 1 0.995 
Ferry 17 0.984 1 0.995 
Fishing 6 0.964 1 0.995 
Floating Dock 12 0.991 1 0.995 
Frigate 11 0.984 1 0.995 
General Cargo 131 0.997 1 0.995 

Landing 9 0.976 1 0.995 
LPG 7 0.962 1 0.995 
Offshore 25 0.986 1 0.995 
Oil Tanker 118 1 1 0.995 
Ore Carrier 159 0.993 0.987 0.995 
Other 6 0.969 1 0.995 
Passanger 27 0.989 0.963 0.966 
Patrol Force 13 0.977 1 0.995 
Roro 20 0.986 1 0.995 
Service Craft 10 1 0.943 0.995 
Small Boat 177 0.982 0.901 0.974 
Small 
Passanger 

72 1 0.961 0.994 

Submarine 6 0.968 1 0.995 
Tanker 148 1 0.965 0.991 
Tug 171 0.997 0.988 0.987 
Undefined 83 0.976 0.976 0.994 
Yatch 326 0.969 0.855 0.957 

 

 

Figure 3 (a) predictions made by YOLOv5l (b) original images. 

To the best of our knowledge, there is only one study in the literature that utilized the same 
VHRShips dataset and compared the ship detection and classification performances of object 
detection models [7]. In the study, Kızılkaya et al. employed their self-created VHRShips 
dataset for training the YOLOv4 algorithm. According to the training results, they expressed 
the ship recognition performance of the YOLOv4 algorithm as 71.34 F1 score. The result 
obtained in our study is a 98.4 F1 score value. Even the YOLOv5n model, which showed the 
lowest performance in the study, achieved an F1 score of 86, surpassing YOLOv4. The success 
of larger models in the study may be considered a disadvantage in terms of their usage in 
embedded systems. It is anticipated that this issue can be addressed through the incorporation 
of attention mechanisms into smaller models. The introduction of attention mechanisms may 
result in enhanced detection capabilities for small objects. 
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4.CONCLUSIONS 

In this study, three different YOLO architectures were evaluated with regard to their 
performance in ship detection and classification from optical satellite imagery. The YOLOv5l 
model emerged as the most successful, with a 0.991 mAP value. The study's findings indicate 
that YOLO-based object detection algorithms are effective in detecting and classifying ships 
from optical satellite imagery. The study revealed that ships in classes that could not be detected 
by the models were smaller than others. Consequently, future research directions include 
expanding the dataset, adding attention mechanisms to the architecture for detecting small 
ships, and making improvements aimed at enhancing the performance of smaller models. 
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Abstract  

This study aims to analyse the torsional buckling behaviour of propeller shaft with different 
tube profiles and to compare numerical analysis methods with experimental test results. The 
study reveals that propeller shaft made of E355+C material enter the torsional buckling mode 
when loaded above the specified torque capacity. The experimental tests for Sample 1 and 
Sample 2 were repeated three times for data validation and the results were compared with FEA 
analysis. High agreement was obtained between the results with a margin of error of 1.97% for 
Sample 1 and 8.6% for Sample 2. These results emphasise the importance of material selection 
and structural parameters used in the design and engineering calculations of propeller shaft. 
Furthermore, this study has the potential to raise the safety standards in the automotive industry 
and suggests a more detailed investigation of the effects of parameters such as the material of 
the tubes, swaging profiles and thickness of the tubes on the torsional buckling mode for future 
studies. 

Keywords: Torsional Buckling, Propeller shaft analysis, Finite element method, 

1. INTRODUCTION  

In engineering applications, the structural reliability of elements such as propeller shaft is one of the 
important criteria in terms of design and functionality. Especially in automotive industry, the durability 
and performance of these elements are critical for safety and efficiency. This study addresses the 
buckling phenomenon, one of the most critical failure modes of propeller shaft and combines 
experimental tests and numerical analysis methods for the detection of these modes. 
The focus of this study is to investigate the torsional buckling behaviour of two propeller shaft with 
different tube profiles and to verify these behaviours by numerical modelling. These propeller shafts, 
which are made of E355+C material, have non-linear material properties and the main objective of this 
study is to understand how they will behave under the loads they may encounter in real world conditions. 
The general view of the propeller shaft is shown in Figure 1. The most likely part of the propeller shaft 
where vibration may occur is the tube. Test results and FEA analysis show that the tube determines the 
natural frequency of the system.  
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Figure 1 Propeller shaft 

In case of loading more than the permissible torque capacity of the vehicle, torsional buckling mode is 
observed in the tube. The methodology of the research aims to integrate the theoretical knowledge and 
practical applications encountered in the field of engineering by correlating experimental tests and 
numerical analysis. This integration will contribute to the optimisation of engineering designs and to 
make structural elements more reliable. The study of two different tube profiles will not only reveal the 
strengths and weaknesses of the methodology, but also the effects of different design parameters on 
buckling. 

Mahmood M. et al. the effect of boundary conditions and the stacking sequence of the composite layers 
on the strength of the drive shaft is studied. The study is shown that increasing of the applied torque on 
the shaft reduces the natural frequency. 

Nie et al. element method is used and a four-node Shell-type element is chosen to predict buckling 
modes of the tubular beams. The computational results are compared with that of theoretical model and 
experimental data. 

Dr. Borrvall, discusses a heuristic approach to alleviate transverse shear locking in hexahedra with poor 
aspect ratios, introducing two new solid element types in LS-DYNA, which are demonstrated to be 
practical through various examples. 

Nedelcu and Cucu introduce an innovative method utilizing Generalized Beam Theory (GBT) for the 
identification of fundamental buckling modes in isotropic thin-walled members through shell finite 
element analysis (FEA), offering a quantitative evaluation of coupled instability without the constraints 
of cross-sectional shape, loading, or boundary conditions. 

2. METHODOLOGY 

In this comprehensive study, the buckling modes of two propeller shaft with different tube profiles have 
been determined in detail using both experimental tests and numerical analysis methods. The static test 
results of the investigated propeller shaft clearly show that the initial damage is caused by the buckling 
mode on the tube.  
In order to accurately determine the buckling mode in the numerical analysis model, a non-linear 
material definition is mandatory. In this context, the stress-strain graph obtained from the non-linear 
material data of the E355+C tube material was obtained to be used in the analysis model. 
In the validation phase of the research, two different tube profiles were analysed: The first one has a 
straight profile without swaging, while the other has a Ø60-Ø80 swaging profile. These two different 
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Nedelcu and Cucu introduce an innovative method utilizing Generalized Beam Theory (GBT) for the 
identification of fundamental buckling modes in isotropic thin-walled members through shell finite 
element analysis (FEA), offering a quantitative evaluation of coupled instability without the constraints 
of cross-sectional shape, loading, or boundary conditions. 

2. METHODOLOGY 

In this comprehensive study, the buckling modes of two propeller shaft with different tube profiles have 
been determined in detail using both experimental tests and numerical analysis methods. The static test 
results of the investigated propeller shaft clearly show that the initial damage is caused by the buckling 
mode on the tube.  
In order to accurately determine the buckling mode in the numerical analysis model, a non-linear 
material definition is mandatory. In this context, the stress-strain graph obtained from the non-linear 
material data of the E355+C tube material was obtained to be used in the analysis model. 
In the validation phase of the research, two different tube profiles were analysed: The first one has a 
straight profile without swaging, while the other has a Ø60-Ø80 swaging profile. These two different 

profiles will show different deformation modes to prove the accuracy of the analysis and test results, 
reinforcing the reliability of the methodology. 
Loading of the propeller shaft under torsion was continued until fracture. These tests were repeated on 
at least three different specimens, ensuring reliability and proving the reproducibility of the results. 
The model created using Ansys Ls-Dyna software was prepared after defining the geometry of the tubes, 
material properties, boundary conditions and loading conditions. In the numerical analysis model, the 
tubes were modelled as solid and an explicit analysis model was created. The same analysis parameters 
were applied for Sample 1 and Sample 2.  
The parameters examined to verify the numerical analysis and test results are the torque value at which 
the buckling mode occurs and the shape of the torsional buckling mode.  
By comparing these two parameters, the accuracy of the analysis results was confirmed, and this process 
supports the reliability of the research. 

2.1. Material Properties 

As the tubes are produced using the cold extrusion method, test specimens for E355+C tubes were not 
made from raw steel, but rather from the tube itself. According to the ASTM E8 - M standard, a dog 
bone profile was obtained from the sample tube. The stress-strain graph was obtained by connecting the 
sensor on the device's head to the tensile specimen at two points, which was later confirmed by 
measurements taken on the device itself. Figure 2 depicts the test arrangement. 

 

Figure 2 Tensile test machine 

The test samples were secured to the test apparatus by means of clamping with the hydraulic head. The 
samples were subjected to tensile testing and the results are displayed in Figure 3. Upon examination of 
the samples, fractures were observed at the central regions. Stress-strain diagrams were plotted and the 
material properties were derived, as depicted in Figure 4. 
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Figure 3 Sample after test 

 

 

Figure 4 Strain-stress curves of the tube sample 

As a result of the tensile tests, the average strengths of the specimens were calculated and are shown in 
Table 1. The yield stress and tensile stress are 708 MPa and 765,8 MPa respectively. To investigate the 
deformation mode of the tube, it is necessary to establish a non-linear analysis model. Consequently, 
Ls-Dyna software created a "024_piecewise_linear_plasticity" material card with a non-linear material 
model. 

Table 1 Mechanical Properties of E355+C Test Sample 

Sample Young 
Modulus 

(GPa) 

Poisson 
Ratio 

Yield 
Strength 
(MPa) 

Tensile 
Strength 
(MPa) 

Elongation 
at Break (%) 

1 198 0,33 708,8 765,8 8,18 
 

3. METHODOLOGY 

3.1. Geometric Description 
 
In this study, two different propeller shaft with different swaging profiles were studied. In the first 
model, the tube with a straight profile is used, in the second model, the tube has a swaging profile 
between Ø60-Ø80. The technical drawing of the first sample propeller shaft is shown in Figure 5, the 
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technical drawing of the second sample propeller shaft is shown in Figure 6.

 
Figure 5 Technical illustration of Sample 1 

 
Figure 6 Technical illustration of Sample 2 

 
 

3.2. Finite Element Model 
 
The numerical analysis model was created using the Ls-Dyna programme. The analysis method was 
modelled as open analysis method. "Automatic_surface_surface" contact was used in the analysis 
model. The material card "024_piecewise_linear_plasticity" was used and the material data was 
obtained from the extracted tensile samples. The geometry of the tube, material properties, loading 
conditions and boundary conditions were defined in accordance with the experimental setup. The 
meshing of the tube was performed with element geometric solid using "Hexa8" and "Tetra4" 
element types. The mesh properties used in Sample 1 and Sample 2 models are shown in Table 2. 

Table 2 Mesh properties 

 Sample 1 Sample 2 
Nodes Number 224.862 176.933 
Element Number 747.376 547.020 

 
Figure 7 and Figure 8 shows the finite element analysis (FEA) boundary conditions. In the region 
marked with 'A', the loading condition specified in Table 3 was applied and torque loading was 
performed. In the region marked with 'B', fixed support is defined. In region 'A', displacement (dx) 
and rotation (Rx) movements are allowed.  

 

 
Figure 7 FEA Boundary conditions for Sample 1 
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Figure 8 FEA Boundary conditions for Sample 2 

Table 3 Fea load conditions 

Time (Second) Applied Torque (Nm) 
0 0 

0.1 6000 

4. RESULT AND DISCUSSIONS  

According to the results of the FEA analysis model, an image of the FEA analysis results of the Sample 
1 propeller shaft is presented at Figure 9 likewise, the detailed visualisation of the torsional buckling 
mode occurring in Sample 1 is shown in Figure 10. 

 
Figure 9 FEA analysis results of the Sample 1 

 
Figure 10 Detailed visualization of the torsional buckling mode 

The torsional buckling mode starts at a torque value of 5080 Nm in the tube. 

The experimental tests were repeated three times to ensure data validation and reliability of the results. 
Detailed analysis of the tests on Sample 1 revealed that as the torsional loads on the tube increased, 
torsional buckling of the tube occurred. This caused the tube to cease transmitting torque, at which point 
the test was terminated. The test results of Sample 1 and detailed images of the buckling mode are 
available at Figure 11 
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Figure 10 Detailed visualization of the torsional buckling mode 
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Detailed analysis of the tests on Sample 1 revealed that as the torsional loads on the tube increased, 
torsional buckling of the tube occurred. This caused the tube to cease transmitting torque, at which point 
the test was terminated. The test results of Sample 1 and detailed images of the buckling mode are 
available at Figure 11 

 

Figure 11 Buckling mode of the experimental test of Sample 1 

The result graph of the experimental test performed for Sample 1 is presented Figure 12. The Ultimate 
Torsional Strength (UTS) value calculated according to the obtained graph was determined as 5182 Nm. 

 
Figure 12 The reaction torque plot from the experimental test for Sample 1  

When the experimental tests and FEA analysis of Sample 1 were examined in detail, a margin of error 
of only 1.97% was found between the results. This extremely low error rate demonstrates the high 
accuracy and reliability of the numerical analysis methodology. During the experimental tests, it is 
observed that the torque-selective buckling mode of Sample 1 occurs at 5182 Nm. 
 
 
When the FEA analysis model results are analysed, the result of the sample 2 propeller shaft Figure 13 
is shown below for a detailed visualisation of the buckling mode occurring in Sample 2 is shown in 
Figure 14. 
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Figure 13 FEA analysis results of the Sample 2 

 
Figure 14 Detailed visualization of the torsional buckling mode 

The torsional buckling mode starts at a torque value of 4360 Nm in the tube. 

The experimental tests were repeated three times to ensure data validation and reliability of the results. 
As for the test results of Sample 2, it was observed that buckling occurred especially in the Ø60-Ø80 
swaging zone. This indicates that the swaging process has a significant effect on the structural behaviour 
of the tube and can affect the torsional capacity. The test results and buckling images of Sample 2 are 
available at Figure 15. 

 
Figure 15 Buckling mode of the experimental test of Sample 2 

The result graph of the experimental test performed for Sample 2 is presented Figure 16. The Ultimate 
Torsional Strength (UTS) value calculated according to the obtained graph was determined as 4770 Nm. 
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The result graph of the experimental test performed for Sample 2 is presented Figure 16. The Ultimate 
Torsional Strength (UTS) value calculated according to the obtained graph was determined as 4770 Nm. 

 
Figure 16 The reaction torque plot from the experimental test for Sample 2 

Comparison of the test and FEA analysis results for Sample 2 reveals a margin of error of 8.6%. The 
probable reason for this higher error rate compared to Sample 1 is the pre-stress created in the tube by 
the tube swaging process. Tube swaging has the effect of increasing the torsional capacity of the tube. 
The experimental tests for Sample 2 showed that the tube was buckling at 4770 Nm. The compiled 
analysis and test results are shown in Table 4. 

Table 4 Compiled results 

 First Torsional Buckling Mode 
 Numerical Result  Experimental Result Margin of Error 

Sample 1 5.080 Nm 5.182 Nm 1,97% 
Sample 2 4.360 Nm 4.770 Nm 8,60% 
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5. CONCLUSION 

This study has successfully identified and verified through numerical analysis the torsional buckling 
modes of propeller shaft, which are often difficult to calculate due to their parts having complex 
operating dynamics. The research revealed that propeller shaft torsional buckling mode is occurred 
above functional torque limit of related propeller shaft. 
The results of the analysis confirmed that tubes with a straight profile without swaging and tubes with a 
Ø60-Ø80 swaging profile exhibit different torsional buckling modes. These results show that the 
numerical analysis model is consistent with the experimental tests and that this type of structural analysis 
can be used as a reliable tool in engineering design. 
The findings of the study show that the amount of torque that the tube profiles and tube diameters can 
carry has a determining effect on the torsional buckling behaviour of the propeller shaft. A margin of 
error of less than 10% was found between the test results and the finite element analysis (FEA) results, 
indicating that the finite element model successfully simulates the torsional buckling behaviour and 
provides high agreement with the experimental results. 
For Sample 1, the margin of error between the experimental results and the FEA results was 1.97%, 
while for Sample 2 this difference was 8.6%. These results show that numerical analysis methods are 
reliable and can be used in the design of propeller shaft. 
For future studies, it is recommended that the analysis parameters used in this research be applied to 
investigate the effects of variables such as material of the tubes, swaging profiles and thickness of the 
tubes on the torsional buckling mode. This approach will make a valuable contribution to further 
improve the design of propeller shaft and increase safety standards in the automotive industry. 
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Abstract  

Solar energy is a common renewable energy source that varies depending on the amount 
of solar radiation and offers different production capacities at different times of the day. The 
change in the amount of solar radiation during the day causes fluctuations in the panel output 
power. Therefore, it is of great importance to examine the changes in solar radiation in detail 
in order to effectively manage the grid integration of solar electricity generation and optimize 
energy production. This study is a continuation of the previous research. In the previous 
study, solar radiation data was divided into four main cases. The prediction success of the 
Mycielski model was examined. In this study, the success of the algorithm was observed 
when the data was divided into different numbers of cases. The performance of the prediction 
of states is tested on a real-time dataset. As a result, it has been observed that the success of 
the algorithm decreases as the number of categories increases. 

Keywords: Estimation; Solar Radiation; Mycielski algorithm. 

1.INTRODUCTION 

Factors such as increasing energy costs, depletion of fossil fuels, and increasing 
energy needs with population growth have made renewable energy sources popular. 
Renewable energy sources, which are clean, free and endless energy sources, also play an 
active role in reducing carbon emissions. Among renewable energy sources, solar energy has 
an important place. This energy source can meet the increasing energy demand while 
reducing carbon emissions. This energy, which has a great impact on the environment and 
meeting energy needs, must be used correctly [1]. Considering its geographical location, 
Türkiye is a country with high solar energy potential. According to the Turkish National 
Energy plan, in the scenario prepared by the Ministry of Energy and Natural Resources, it is 
planned to increase the solar energy installed capacity to 52.9 GW in the 2020-2025 period. 
For this purpose, the installed power of electricity based on solar energy was increased from 
40 MW in 2014 to 8479 MW in 2022 [2].  
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The most commonly used systems to generate electricity from solar energy are solar 
panels. The most important quantity affecting the output power of the photovoltaic (PV) panel 
system is solar radiation. Solar radiation has a highly variable structure during the day. With 
this feature, it causes disruptive effects on the output power of PV systems. The solution to 
such problems can be achieved with effective analysis and accurate prediction models. Thus, 
interruptions that may occur due to insufficient production or storage problems due to 
overproduction will be prevented [3]. For this purpose, researchers have developed various 
models to estimate solar radiation.  

In a study using regression-based methods, Jumin and colleagues developed an 
augmented decision tree regression (BDTR) model for solar radiation prediction. The 
developed model was compared with traditional regression algorithms. The success of the 
model was calculated to be higher than other models with a value of 0.90183 [4]. In another 
study, a weekly prediction study for photovoltaic panel energy was carried out with support 
vector regression (SVR). An attempt was made to determine the prediction success of the 
SVR model by using different functions. It was determined that the function with the most 
successful performance metrics is the radial kernel function [5]. There are also various studies 
using machine learning and deep learning methods in solar radiation estimation. Sorkun and 
colleagues used the long short-term memory (LSTM) model for short-term prediction of solar 
radiation. In the study, the success of univariate and multivariate LSTM models was 
observed. The multivariate LSTM model gave more successful results [6]. In another study, 
Ehteram and colleagues developed a hybrid LSTM model for solar radiation prediction. The 
success rate of the model in which Boruta-Random Forest feature selection was used for the 
best input scenario gave a high result with a rate of 0.998 [7]. There are also prediction 
models developed by finding algorithms with similar patterns for solar radiation prediction. In 
a study that made a significant contribution to the literature, Hocaoğlu and Serttaş proposed a 
new Mycielski-based model, assuming that solar radiation data were repeated in the past. It 
has been observed that the model gives successful results [8]. 

 This study is a continuation of the previous research and the predictive performance 
of the Mycielski model was examined by dividing the data set into more detailed categories. 
For this purpose, hourly solar radiation data was converted into different numbers of states. 
The performance of the Mycielski model was measured in different numbers of cases of the 
data set, and the number of cases was determined for the best results. The article consists of 
four parts, and in the second part, details of the data set and method used are given. In the 
third section, the results and graphs of the model obtained in different categories are 
presented. Finally, discussion and conclusions are given in the fourth section. 

2.MATERIAL AND METHOD 

2.1 Data Set 

The data set used in this study includes solar radiation data of a region measured 
hourly by the General Directorate of Meteorology between January 1, 2021 and December 31, 
2021, and these data are presented graphically in Figure 1. Pre-processing of the data before it 
is presented to the prediction model is of great importance in increasing the success of the 
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2.MATERIAL AND METHOD 

2.1 Data Set 

The data set used in this study includes solar radiation data of a region measured 
hourly by the General Directorate of Meteorology between January 1, 2021 and December 31, 
2021, and these data are presented graphically in Figure 1. Pre-processing of the data before it 
is presented to the prediction model is of great importance in increasing the success of the 

model. There are some data in the study that cannot be measured due to external factors. f the 
data is not available, missing data is determined by using the average of the data from the 
same time of the previous day and the next day [1]. 

 

Figure 1. Hourly solar prediction values 

To obtain information about the intervals, frequencies and trends where the data is 
concentrated and to observe the data distribution, a histogram graph was drawn and is given 
in Figure 2. 

 

Figure 2. Hourly solar prediction values 

In the histogram graph in Figure 2, drawn from the one-year solar radiation intensity 
data we have, it was observed that zero values have a high frequency. In order to improve 
analysis and processing efficiency, these zero values were removed from the data set to 
optimize the accuracy of the longest similarity sequence search algorithm. Next, the data set is 
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divided into various numbers of cases. By dividing the data set into detailed cases, the success 
of the prediction performance of the Mycielski model was examined. 

2.2. Mycielski Algorithm 

Mycielski algorithm is a pattern recognition prediction model used to make 
deterministic predictions on discrete time series. This algorithm is based on predicting future 
values by analyzing similar data structures in the past. In this process, the longest historical 
subsequence is found in the data series. Based on this found subsequence, the value 
immediately after the sequence is used for prediction. The main purpose of the algorithm is to 
detect the longest match between the historical data series and the current data series. The 
approach of the algorithm is based on the assumption that by detecting similar series in the 
data set, the data set will exhibit similar behavior in the future. With this assumption, when 
the searched subsequence is found, the element following the subsequence is determined as 
the prediction value [1]. The algorithm starts the search process by analyzing the shortest 
historical data from the beginning of the data set and this process continues by adding 
prediction values, if any. The algorithm continues the search until a new data sequence that is 
not present in the past data is encountered or a longer sequence is obtained. The last sequence 
obtained in this process is considered the "most probable" signal used in estimating the next 
value [9]. 

The Mycielski methodology is used to find a historical equivalent of the last recorded 
data. The value after the found equivalent or the next data in the series is taken as the basis for 
the prediction. When multiple matches are found, the process is repeated by adding a new 
value to the data and the longest matching sequence is determined. The element after this 
sequence is used as a guess [8]. This algorithm can be expressed mathematically in Equation 
1.  

𝑥̂𝑥 [𝑛𝑛 + 1] = 𝑓𝑓𝑛𝑛+1(𝑥𝑥[1], … , 𝑥𝑥[𝑛𝑛])

The 𝑓𝑓(. ) function expands the segments by adding an element to the left at each step, 
starting from the smallest data segment to find similarities in data sets. For example, if the 
data length is 𝑥𝑥[𝑛𝑛] , segments are created first (𝑥𝑥[𝑛𝑛 − 1], 𝑥𝑥[𝑛𝑛]) , then (𝑥𝑥[𝑛𝑛 − 2], 𝑥𝑥[𝑛𝑛 −
1], 𝑥𝑥[𝑛𝑛]). This process is repeated step by step until the longest similar sequence is detected 
[10]. 

3.RESULTS 

This study is a continuation of the previous study. In the previous study, the data set 
was divided into 4 different cases and the prediction performance of the Mycielski model was 
examined. In this study, the success of the algorithm was evaluated at different numbers of 
state values. In the study, the data set is divided into 5,6,7,8,10 and 20 cases. Each category is 
submitted to the Mycielski algorithm. To see the prediction success, the last ten strings of the 
data set were removed from the state universe during the state transition.  For each case, the 
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algorithm was run, starting from the last two sequences, until the longest similar sequence 
was found. The sequence after the longest similar sequence found was considered as the 
predictive value. This prediction was carried out in the same manner for the next ten hours for 
each case and compared with the actual values extracted from the data set. Algorithm success 
was calculated by Mean Square Error (MSE). As a result of the study, it was seen that as the 
number of cases increased, the success of the model in finding the longest similar sequence 
decreased. The longest number of similar sequences and MSE values found by the algorithm 
according to the number of cases are given in Table 1.  

Table 1. The longest number of similar sequences and MSE values found by the algorithm 
according to the number of cases. 

Number of Cases Number of Similar Sequences MSE 
5 cases 23 similar series 0.300 
6 cases 11 similar series 0.304 
7 cases 22 similar series 0.307 
8 cases 17 similar series 0.428 
10 cases 6 similar series 0.515 
20 cases 4 similar series 0.587 

 
The most successful result for Table 1 was obtained when the data set was converted 

into 5 cases. The predicted values and actual values obtained from the model are given in 
Figure 3(a-b). 
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(b) 

Figure 3. Last similar Sequence-PredictedValues (a) Magnified Original-Predicted Values (b) 

4.CONCLUSIONS 

Detailed analysis and accurate estimation of solar radiation is an important quantity for 
controlling the power output of photovoltaic panels. Accurately detecting patterns in solar 
radiation data is very effective in increasing the efficiency of panels. For this reason, this 
magnitude, which has a fluctuating structure during the day, needs to be estimated with an 
effective forecast model. In this study, the prediction success of the Mycielski algorithm for 
solar radiation data in different numbers of situations was measured. A detailed data analysis 
was conducted before the data was presented to the model. The data set is divided into 
5,6,7,8,10 and 20 different cases. The MSE value of the model was calculated for each cases. 
It has been observed that success decreases as the number of situations increases in the model. 
The most successful result was measured for the data set divided into 5 cases.  

The depletion of fossil resources has directed humanity towards renewable energy 
sources. Thus, electricity generation from solar energy, which is an unlimited, clean and free 
energy source, has become more popular day by day. Accurate and reliable forecast models 
are very important in using resources correctly and creating an effective road map for 
investors. For this purpose, it was observed that the pattern-based Mycielski model used in the 
study was successful in finding similarities in the data. However, it has been observed that the 
success rate decreases when the data set is divided into more complex situations. In future 
studies, it is planned to find solutions that will positively affect the performance of the model 
without removing zero values (evening hours when electricity is not produced) from the data 
set. 
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(b) 

Figure 3. Last similar Sequence-PredictedValues (a) Magnified Original-Predicted Values (b) 

4.CONCLUSIONS 

Detailed analysis and accurate estimation of solar radiation is an important quantity for 
controlling the power output of photovoltaic panels. Accurately detecting patterns in solar 
radiation data is very effective in increasing the efficiency of panels. For this reason, this 
magnitude, which has a fluctuating structure during the day, needs to be estimated with an 
effective forecast model. In this study, the prediction success of the Mycielski algorithm for 
solar radiation data in different numbers of situations was measured. A detailed data analysis 
was conducted before the data was presented to the model. The data set is divided into 
5,6,7,8,10 and 20 different cases. The MSE value of the model was calculated for each cases. 
It has been observed that success decreases as the number of situations increases in the model. 
The most successful result was measured for the data set divided into 5 cases.  

The depletion of fossil resources has directed humanity towards renewable energy 
sources. Thus, electricity generation from solar energy, which is an unlimited, clean and free 
energy source, has become more popular day by day. Accurate and reliable forecast models 
are very important in using resources correctly and creating an effective road map for 
investors. For this purpose, it was observed that the pattern-based Mycielski model used in the 
study was successful in finding similarities in the data. However, it has been observed that the 
success rate decreases when the data set is divided into more complex situations. In future 
studies, it is planned to find solutions that will positively affect the performance of the model 
without removing zero values (evening hours when electricity is not produced) from the data 
set. 
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Abstract  

New inequalities related to Riemann-Liouville Fractional integrals for exponential functions 

are provided. Also, some special cases of these results are examined. 

Keywords: Riemann-Liouville Fractional Integral, Ostrowski Inequality, Exponential 

Function. 

1.INTRODUCTION 

Ostrowski inequality [1] established by using functions whose first derivatives are bounded is stated 
in the following manner. 

 Theorem 1. Let  𝑓𝑓: [𝑎𝑎, 𝑏𝑏] → 𝑅𝑅  be a differentiable mapping on  (𝑎𝑎, 𝑏𝑏)  whose derivative  𝑓𝑓′: (𝑎𝑎, 𝑏𝑏) →
𝑅𝑅  is bounded on  (𝑎𝑎, 𝑏𝑏),  i.e.  ‖𝑓𝑓′‖∞  : = sup

𝑡𝑡𝑡𝑡(𝑎𝑎,𝑏𝑏) 
|𝑓𝑓′(𝑡𝑡)| < ∞.  Then, we have the inequality 

|𝑓𝑓(𝑥𝑥) − 1
𝑏𝑏 − 𝑎𝑎 ∫ 𝑓𝑓(𝑡𝑡)

𝑏𝑏

𝑎𝑎
𝑑𝑑𝑑𝑑| ≤ [1

4 +
(𝑥𝑥 − 𝑎𝑎+𝑏𝑏

2 )
2

(𝑏𝑏 − 𝑎𝑎)2 ] (𝑏𝑏 − 𝑎𝑎)‖𝑓𝑓′‖∞,                                  (1) 

for all  𝑥𝑥 ∈ [𝑎𝑎, 𝑏𝑏] . The constant  1
4  is the best possible. 

Inequality (1) has wide applications in numerical analysis and in the theory of some special means; 
estimating error bounds for some special means, some mid-point, trapezoid and Simpson rules and 
quadrature rules, etc. Hence inequality (1) has attracted considerable attention and interest from 
mathematicans and researchers. For example, some authors deduced new Ostrowski type 
inequalities for differentiable, twice differentiable or higher order differentiable functions in [2-7], 
and the references included there. Particularly, there are problems involving any-order derivative of 
a function besides the cases when first or second derivatives are required. Therefore, some 
mathematicians have studied on some integral inequalities for  𝑛𝑛 −  times differentiable functions. 
For example, some researcher deduced new Ostrowski type results for higher order differentiable 
functions in [8-13], and the references included there. 
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Now, we recall the definition of Riemann Liouville factional integral, which has an important place in 
this study. 

Definition: Let  𝑓𝑓 ∈ 𝐿𝐿1[𝑎𝑎, 𝑏𝑏].  The Riemann-Liouville integrals  𝐽𝐽𝑎𝑎+
𝛼𝛼 𝑓𝑓  and  𝐽𝐽𝑏𝑏−

𝛼𝛼 𝑓𝑓  of order  𝛼𝛼 > 0  with  
𝑎𝑎 ≥ 0  are defined by  

𝐽𝐽𝑎𝑎+
𝛼𝛼 𝑓𝑓(𝑥𝑥) = 1

𝛤𝛤(𝛼𝛼) ∫ (𝑥𝑥 − 𝑡𝑡)𝛼𝛼−1𝑓𝑓(𝑡𝑡)𝑑𝑑𝑑𝑑,
𝑥𝑥

𝑎𝑎
  𝑥𝑥 > 𝑎𝑎 

and 

𝐽𝐽𝑏𝑏−
𝛼𝛼 𝑓𝑓(𝑥𝑥) = 1

𝛤𝛤(𝛼𝛼) ∫ (𝑡𝑡 − 𝑥𝑥)𝛼𝛼−1𝑓𝑓(𝑡𝑡)𝑑𝑑𝑑𝑑,
𝑏𝑏

𝑥𝑥
  𝑥𝑥 < 𝑏𝑏 

respectively. Here,  𝛤𝛤(𝛼𝛼)  is the Gamma function and  𝐽𝐽𝑎𝑎+
0 𝑓𝑓(𝑥𝑥) = 𝐽𝐽𝑏𝑏−

0 𝑓𝑓(𝑥𝑥) = 𝑓𝑓(𝑥𝑥). 

The fractional order differential and integral operators are non-local operators. This is one reason 
why fractional calculus theory provides an excellent instrument for description of memory and 
hereditary properties of various physical processes. Therefore, the application of fractional calculus 
theory has become a focus of international academic research. This calculus theory has also become 
popular among academics working on inequality. For example, Dragomir established some Ostrowski 
type inequalities including Riemann-Liouville fractional integrals for various classes of functions in 
[14-16]. Afterwards, some authors provided Ostrowski type fractional inequalities for double 
integrals in [17-18]. For recent studies about Ostrowski type inequalities involving Riemann-Liouville 
fractional integrals, the reader may look over [19-20], [8], and the references there in. Now, we give 
inequalities including Riemann-Liouville Fractional Integrals for functions whose higher-order 
derivatives are bounded. These identities are provided by Erden et al. in [21]. 

 

2.GENERAL PROPERTIES OF METHOD 

Theorem 2.  [21]  𝑓𝑓  :  [𝑎𝑎, 𝑏𝑏] → 𝑅𝑅  be an  𝑛𝑛 + 1 − times differantiable functions such that  𝑛𝑛. 𝑡𝑡ℎ  
derivatives of  f  are absolutely continuous on  [a, b]  with  𝑎𝑎 ≥ 0,  for  𝑛𝑛 ∈ 𝑁𝑁+.  If  𝑓𝑓(𝑛𝑛+1) ∈ 𝐿𝐿∞   
[𝑎𝑎, 𝑏𝑏],  i.e.  ‖𝑓𝑓(𝑛𝑛+1)‖∞  : = sup

𝑡𝑡𝑡𝑡(𝑎𝑎,𝑏𝑏) 
|𝑓𝑓(𝑛𝑛+1)(𝑡𝑡)| < ∞,  then one has the inequalities  

    |𝐽𝐽𝑎𝑎+
𝛼𝛼 𝑓𝑓(𝑥𝑥) + (−1)𝑛𝑛𝐽𝐽𝑏𝑏−

𝛼𝛼 𝑓𝑓(𝑥𝑥) −
(𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼 + (𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 1) 𝑓𝑓(𝑛𝑛)(𝑥𝑥)                                                 (2) 

     − ∑
(𝑥𝑥 − 𝑎𝑎)𝑘𝑘+𝛼𝛼𝑓𝑓(𝑘𝑘)(𝑎𝑎) + (−1)𝑛𝑛+𝑘𝑘(𝑏𝑏 − 𝑥𝑥)𝑘𝑘+𝛼𝛼𝑓𝑓(𝑘𝑘)(𝑏𝑏)

𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1)

𝑛𝑛−1

𝑘𝑘=0
|

≤ 1
(𝑛𝑛 + 𝛼𝛼 + 1)𝛤𝛤(𝑛𝑛 + 𝛼𝛼) {(𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1‖𝑓𝑓(𝑛𝑛+1)‖[𝑎𝑎,𝑥𝑥],∞ + (𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1‖𝑓𝑓(𝑛𝑛+1)‖[𝑥𝑥,𝑏𝑏],∞}

≤ 1
(𝑛𝑛 + 𝛼𝛼 + 1)𝛤𝛤(𝑛𝑛 + 𝛼𝛼) 𝑊𝑊(𝑓𝑓(𝑛𝑛+1)) 
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for any  𝑥𝑥 ∈ (𝑎𝑎, 𝑏𝑏)  and  𝛼𝛼 > 0.  Here,  𝑊𝑊(𝑓𝑓(𝑛𝑛+1))  is defined by 

𝑊𝑊(𝑓𝑓(𝑛𝑛+1)) =

{
  
 
 

  
 
 

 
((𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1 + (𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1)‖𝑓𝑓(𝑛𝑛+1)‖[𝑎𝑎,𝑏𝑏],∞

(‖𝑓𝑓(𝑛𝑛+1)‖[𝑎𝑎,𝑥𝑥],∞
𝑝𝑝 + ‖𝑓𝑓(𝑛𝑛+1)‖[𝑥𝑥,𝑏𝑏],∞

𝑝𝑝 )
1
𝑝𝑝 ((𝑥𝑥 − 𝑎𝑎)(𝑛𝑛+𝛼𝛼+1)𝑞𝑞 + (𝑏𝑏 − 𝑥𝑥)(𝑛𝑛+𝛼𝛼+1)𝑞𝑞)

1
𝑞𝑞

with 𝑝𝑝, 𝑞𝑞 > 1 and 
1
𝑝𝑝 +

1
𝑞𝑞 = 1

(‖𝑓𝑓(𝑛𝑛+1)‖[𝑎𝑎,𝑥𝑥],∞ + ‖𝑓𝑓
(𝑛𝑛+1)‖[𝑥𝑥,𝑏𝑏],∞) [

1
2 (𝑏𝑏 − 𝑎𝑎) + |𝑥𝑥 −

𝑎𝑎 + 𝑏𝑏
2 |]

𝑛𝑛+𝛼𝛼+1
.

        (3) 

Theorem 3.  [21]  𝑓𝑓  :  [𝑎𝑎, 𝑏𝑏] → 𝑅𝑅  be an  𝑛𝑛 + 1 − times differantiable functions such that  𝑛𝑛. 𝑡𝑡ℎ  
derivatives of  𝑓𝑓  are absolutely continuous on  [𝑎𝑎, 𝑏𝑏]  with  𝑎𝑎 ≥ 0,  for  𝑛𝑛 ∈ 𝑁𝑁.  If  𝑓𝑓(𝑛𝑛+1) ∈ 𝐿𝐿∞   
[𝑎𝑎, 𝑏𝑏],  

i.e.  ‖𝑓𝑓(𝑛𝑛+1)‖∞  : = sup
𝑡𝑡𝑡𝑡(𝑎𝑎,𝑏𝑏) 

|𝑓𝑓(𝑛𝑛+1)(𝑡𝑡)| < ∞,  then we have the inequalities 

|(−1)𝑛𝑛𝐽𝐽𝑥𝑥−𝛼𝛼 𝑓𝑓(𝑎𝑎) + 𝐽𝐽𝑥𝑥+𝛼𝛼 𝑓𝑓(𝑏𝑏) −∑
(−1)𝑛𝑛+𝑘𝑘(𝑥𝑥 − 𝑎𝑎)𝑘𝑘+𝛼𝛼 + (𝑏𝑏 − 𝑥𝑥)𝑘𝑘+𝛼𝛼

𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1) 𝑓𝑓(𝑘𝑘)(𝑥𝑥)
𝑛𝑛

𝑘𝑘=0
|                (4) 

≤ 1
𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) {‖𝑓𝑓

(𝑛𝑛+1)‖[𝑎𝑎,𝑥𝑥],∞(𝑥𝑥 − 𝑎𝑎)
𝑛𝑛+𝛼𝛼+1 + ‖𝑓𝑓(𝑛𝑛+1)‖[𝑥𝑥,𝑏𝑏],∞(𝑏𝑏 − 𝑥𝑥)

𝑛𝑛+𝛼𝛼+1}

≤ 1
𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2)𝑊𝑊(𝑓𝑓

(𝑛𝑛+1)) 

 

for any  𝑥𝑥 ∈ (𝑎𝑎, 𝑏𝑏)  and  𝛼𝛼 > 0.  Here,  𝑊𝑊(𝑓𝑓(𝑛𝑛+1))  is defined as in (3). 

Theorem 4.  [21]  𝑓𝑓  :  [𝑎𝑎, 𝑏𝑏] → 𝑅𝑅  be an  𝑛𝑛 + 1 − times differantiable functions such that  𝑛𝑛. 𝑡𝑡ℎ  
derivatives of  f  are absolutely continuous on  [a, b]  with  𝑎𝑎 ≥ 0,  for  𝑛𝑛 ∈ 𝑁𝑁+.  If  𝑓𝑓(𝑛𝑛+1) ∈ 𝐿𝐿∞   
[𝑎𝑎, 𝑏𝑏],  i.e.  ‖𝑓𝑓(𝑛𝑛+1)‖∞  : = sup

𝑡𝑡𝑡𝑡(𝑎𝑎,𝑏𝑏) 
|𝑓𝑓(𝑛𝑛+1)(𝑡𝑡)| < ∞,  then the following inequalities hold: 

|(−1)𝑛𝑛𝐽𝐽𝑏𝑏−𝛼𝛼 𝑓𝑓(𝑎𝑎) + 𝐽𝐽𝑎𝑎+𝛼𝛼 𝑓𝑓(𝑏𝑏) −
2(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼
𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 1) 𝑓𝑓

(𝑛𝑛)(𝑥𝑥)                                                                      (5)

−∑
(𝑏𝑏 − 𝑎𝑎)𝑘𝑘+𝛼𝛼[(−1)𝑛𝑛+𝑘𝑘𝑓𝑓(𝑘𝑘)(𝑏𝑏) + 𝑓𝑓(𝑘𝑘)(𝑎𝑎)]

𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1)

𝑛𝑛−1

𝑘𝑘=0
|                                                                                     

≤
(𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1 + (𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1 − (𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) (‖𝑓𝑓(𝑛𝑛+1)‖[𝑎𝑎,𝑥𝑥],∞ + ‖𝑓𝑓
(𝑛𝑛+1)‖[𝑥𝑥,𝑏𝑏],∞)

    +
(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼
𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 1) ((𝑥𝑥 − 𝑎𝑎)‖𝑓𝑓

(𝑛𝑛+1)‖[𝑎𝑎,𝑥𝑥],∞ + (𝑏𝑏 − 𝑥𝑥)‖𝑓𝑓
(𝑛𝑛+1)‖[𝑥𝑥,𝑏𝑏],∞)

≤ {2
(𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1 + (𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1 −

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) + 𝑛𝑛 + 𝛼𝛼 − 1
𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) (𝑏𝑏 − 𝑎𝑎)

𝑛𝑛+𝛼𝛼+1} ‖𝑓𝑓(𝑛𝑛+1)‖[𝑎𝑎,𝑏𝑏],∞ 

for any  𝑥𝑥 ∈ [𝑎𝑎, 𝑏𝑏]  and  𝛼𝛼 > 0.  
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In this work, natural applications of the above inequalities (2), (4) and (5) for exponential functions 
are observed. That is, the results of the application of   𝑓𝑓(𝑡𝑡) = 𝑒𝑒𝑡𝑡   function to the inequalities are 
given. Some special cases of these exponential inequalities are also provided. 

3.APPLICATIONS 

In this section, it is observed how inequalities will come out when exponantial functions are 
considered. For convenience, we give the following notations  𝐴𝐴𝑘𝑘(𝑥𝑥),   𝐵𝐵𝑘𝑘(𝑥𝑥)  and  𝐶𝐶𝑛𝑛(𝑥𝑥)  that will be 
used throughout this section in order to simplify the details of presentations.  𝐴𝐴𝑘𝑘(𝑥𝑥), 𝐵𝐵𝑘𝑘(𝑥𝑥)  and  
𝐶𝐶𝑛𝑛(𝑥𝑥)  are defined by 

 

𝐴𝐴𝑘𝑘(𝑥𝑥) =
(𝑥𝑥 − 𝑎𝑎)𝑘𝑘+𝛼𝛼𝑒𝑒𝑎𝑎 + (−1)𝑛𝑛+𝑘𝑘(𝑏𝑏 − 𝑥𝑥)𝑘𝑘+𝛼𝛼𝑒𝑒𝑏𝑏

𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1) , 

 

𝐵𝐵𝑘𝑘(𝑥𝑥) =
(−1)𝑛𝑛+𝑘𝑘(𝑥𝑥 − 𝑎𝑎)𝑘𝑘+𝛼𝛼 + (𝑏𝑏 − 𝑥𝑥)𝑘𝑘+𝛼𝛼

𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1)  

and 

𝐶𝐶𝑛𝑛(𝑥𝑥) =
(𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼 + (𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 1) . 

We first consider the exponential mapping  𝑓𝑓(𝑡𝑡) = 𝑒𝑒𝑡𝑡  with  𝑡𝑡 ∈ 𝑅𝑅,  then one possesses 

‖𝑓𝑓(𝑛𝑛+1)‖[𝑎𝑎,𝑥𝑥],∞ = 𝑒𝑒𝑥𝑥   ,   ‖𝑓𝑓(𝑛𝑛+1)‖[𝑥𝑥,𝑏𝑏],∞ = 𝑒𝑒𝑏𝑏  and ‖𝑓𝑓(𝑛𝑛+1)‖[𝑎𝑎,𝑏𝑏],∞ = 𝑒𝑒𝑏𝑏                          (6) 

for  𝑎𝑎 ≤ 𝑥𝑥 ≤ 𝑏𝑏 . 

In this case, by the inequalities (2) and the equalities in (6), one has the inequalities 

|[1 + (−1)𝑛𝑛−𝛼𝛼]𝑒𝑒𝑥𝑥 − 𝑒𝑒𝑥𝑥

𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼, 𝑥𝑥 − 𝑎𝑎) + 𝛤𝛤(𝛼𝛼, 𝑥𝑥 − 𝑏𝑏)] − 𝐶𝐶𝑛𝑛(𝑥𝑥)𝑒𝑒𝑥𝑥 − ∑ 𝐴𝐴𝑘𝑘(𝑥𝑥)
𝑛𝑛−1

𝑘𝑘=0
|               (7) 

≤ 1
𝛤𝛤(𝑛𝑛 + 𝛼𝛼)(𝑛𝑛 + 𝛼𝛼 + 1) {(𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1𝑒𝑒𝑥𝑥 + (𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1𝑒𝑒𝑏𝑏}                                     

≤ 1
(𝑛𝑛 + 𝛼𝛼 + 1)𝛤𝛤(𝑛𝑛 + 𝛼𝛼) 𝑊𝑊(𝑒𝑒) 

for any  𝑥𝑥 ∈ (𝑎𝑎, 𝑏𝑏)  and  𝛼𝛼 > 0.  Here, 𝛤𝛤(∙,∙) is gamma function for two variable, and 𝑊𝑊(𝑒𝑒)  is defined 
by 
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𝑊𝑊(𝑒𝑒) =

{
  
 

  
 

 
((𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1 + (𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1)𝑒𝑒𝑏𝑏

(𝑒𝑒𝑥𝑥𝑥𝑥 + 𝑒𝑒𝑏𝑏𝑏𝑏)
1
𝑝𝑝((𝑥𝑥 − 𝑎𝑎)(𝑛𝑛+𝛼𝛼+1)𝑞𝑞 + (𝑏𝑏 − 𝑥𝑥)(𝑛𝑛+𝛼𝛼+1)𝑞𝑞)

1
𝑞𝑞

with 𝑝𝑝, 𝑞𝑞 > 1 and 
1
𝑝𝑝 +

1
𝑞𝑞 = 1

(𝑒𝑒𝑥𝑥 + 𝑒𝑒𝑏𝑏) [12 (𝑏𝑏 − 𝑎𝑎) + |𝑥𝑥 −
𝑎𝑎 + 𝑏𝑏
2 |]

𝑛𝑛+𝛼𝛼+1
.

                                (8) 

If we choose  𝑥𝑥 = 𝑎𝑎+𝑏𝑏
2   in (7), then we have 

|[1 + (−1)𝑛𝑛−𝛼𝛼]𝑒𝑒
𝑎𝑎+𝑏𝑏
2 − 𝑒𝑒𝑥𝑥

𝛤𝛤(𝛼𝛼) [𝛤𝛤 (𝛼𝛼,
𝑏𝑏 − 𝑎𝑎
2 ) + 𝛤𝛤 (𝛼𝛼, 𝑎𝑎 − 𝑏𝑏2 )] −∑

(𝑏𝑏 − 𝑎𝑎)𝑘𝑘+𝛼𝛼[𝑒𝑒𝑎𝑎 + (−1)𝑛𝑛+𝑘𝑘𝑒𝑒𝑏𝑏]
2𝑘𝑘+𝛼𝛼𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1)

𝑛𝑛−1

𝑘𝑘=0
  

−
(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼

2𝑛𝑛+𝛼𝛼−1𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 1) 𝑒𝑒
𝑎𝑎+𝑏𝑏
2 |                                                                                                                           

≤
(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1 (𝑒𝑒

𝑎𝑎+𝑏𝑏
2 + 𝑒𝑒𝑏𝑏)

2𝑛𝑛+𝛼𝛼+1𝛤𝛤(𝑛𝑛 + 𝛼𝛼)(𝑛𝑛 + 𝛼𝛼 + 1) ≤
(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1

2𝑛𝑛+𝛼𝛼𝛤𝛤(𝑛𝑛 + 𝛼𝛼)(𝑛𝑛 + 𝛼𝛼 + 1) 𝑒𝑒
𝑏𝑏                                                                   

which is midpoint type fractional integral inequalities for exponential functions.  

Also, considering the inequalities (4) and the equalities in (6), then one possesses 

|(−1)
𝑛𝑛−𝛼𝛼𝑒𝑒𝑎𝑎

𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼) + 𝛤𝛤(𝛼𝛼, 𝑎𝑎 − 𝑥𝑥)] + 𝑒𝑒𝑏𝑏
𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼) + 𝛤𝛤(𝛼𝛼, 𝑏𝑏 − 𝑥𝑥)] −∑𝑒𝑒𝑥𝑥𝐵𝐵𝑘𝑘(𝑥𝑥)

𝑛𝑛

𝑘𝑘=0
|               (9) 

≤ 𝑒𝑒
𝑥𝑥(𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1 + 𝑒𝑒𝑏𝑏(𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2)                                                                                                   

≤ 1
𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2)𝑊𝑊(𝑒𝑒) 

for  𝑎𝑎 ≤ 𝑥𝑥 ≤ 𝑏𝑏  and  𝛼𝛼 > 0.  Here, 𝛤𝛤(∙,∙) is gamma function for two variable, and 𝑊𝑊(𝑒𝑒) is defined as 
in (8).  

If we choose  𝑥𝑥 = 𝑎𝑎+𝑏𝑏
2   in (9), then we have 

|(−1)
𝑛𝑛−𝛼𝛼𝑒𝑒𝑎𝑎

𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼) + 𝛤𝛤 (𝛼𝛼, 𝑎𝑎 − 𝑏𝑏2 )] + 𝑒𝑒𝑏𝑏
𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼) + 𝛤𝛤 (𝛼𝛼,

𝑏𝑏 − 𝑎𝑎
2 )]

−∑
(𝑏𝑏 − 𝑎𝑎)𝑘𝑘+𝛼𝛼[(−1)𝑛𝑛+𝑘𝑘𝑒𝑒𝑏𝑏 + 𝑒𝑒𝑎𝑎]

𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1)

𝑛𝑛

𝑘𝑘=0
− 2(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼
𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 1)𝑒𝑒

𝑎𝑎+𝑏𝑏
2 |

≤
(𝑛𝑛 + 𝛼𝛼 − 1)2𝑛𝑛+𝛼𝛼−1 + 1
2𝑛𝑛+𝛼𝛼𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) (𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1 (𝑒𝑒

𝑎𝑎+𝑏𝑏
2 + 𝑒𝑒𝑏𝑏)

≤
(𝑛𝑛 + 𝛼𝛼 − 1)2𝑛𝑛+𝛼𝛼−1 + 1
2𝑛𝑛+𝛼𝛼−1𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) (𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1𝑒𝑒𝑏𝑏  

which is midpoint type fractional integral inequalities for exponential functions. 
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Finally, if we deal with the inequalities (5), then we possess the inequalities 

|(−1)𝑛𝑛−𝛼𝛼𝑒𝑒𝑎𝑎

𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼) + 𝛤𝛤(𝛼𝛼, 𝑎𝑎 − 𝑏𝑏)] + 𝑒𝑒𝑏𝑏

𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼) + 𝛤𝛤(𝛼𝛼, 𝑏𝑏 − 𝑎𝑎)]                                         (10) 

− 2(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 1) 𝑒𝑒𝑥𝑥 − ∑
(𝑏𝑏 − 𝑎𝑎)𝑘𝑘+𝛼𝛼[(−1)𝑛𝑛+𝑘𝑘𝑒𝑒𝑏𝑏 + 𝑒𝑒𝑎𝑎]

𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1)

𝑛𝑛−1

𝑘𝑘=0
|                       

≤
(𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1 + (𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1 − (𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) (𝑒𝑒𝑥𝑥 + 𝑒𝑒𝑏𝑏)

     +
(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 1) ((𝑥𝑥 − 𝑎𝑎)𝑒𝑒𝑥𝑥 + (𝑏𝑏 − 𝑥𝑥)𝑒𝑒𝑏𝑏)

≤ {2
(𝑏𝑏 − 𝑥𝑥)𝑛𝑛+𝛼𝛼+1 + (𝑥𝑥 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1

𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) + 𝑛𝑛 + 𝛼𝛼 − 1
𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) (𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1} 𝑒𝑒𝑏𝑏  

for  𝑎𝑎 ≤ 𝑥𝑥 ≤ 𝑏𝑏  and  𝛼𝛼 > 0 . Here, 𝛤𝛤(∙,∙) is gamma function for two variable. 
If we choose  𝑥𝑥 = 𝑎𝑎+𝑏𝑏

2   in (10), then we have 

|(−1)𝑛𝑛−𝛼𝛼𝑒𝑒𝑎𝑎

𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼) + 𝛤𝛤(𝛼𝛼, 𝑎𝑎 − 𝑏𝑏)] + 𝑒𝑒𝑏𝑏

𝛤𝛤(𝛼𝛼) [𝛤𝛤(𝛼𝛼) + 𝛤𝛤(𝛼𝛼, 𝑏𝑏 − 𝑎𝑎)]  

− ∑
(𝑏𝑏 − 𝑎𝑎)𝑘𝑘+𝛼𝛼[(−1)𝑛𝑛+𝑘𝑘 + 1]

2𝑘𝑘+𝛼𝛼𝛤𝛤(𝑘𝑘 + 𝛼𝛼 + 1) 𝑒𝑒
𝑎𝑎+𝑏𝑏

2

𝑛𝑛

𝑘𝑘=0
|                                       

≤
(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1

2𝑛𝑛+𝛼𝛼+1𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) {𝑒𝑒
𝑎𝑎+𝑏𝑏

2 + 𝑒𝑒𝑏𝑏}                                                   

≤
(𝑏𝑏 − 𝑎𝑎)𝑛𝑛+𝛼𝛼+1

2𝑛𝑛+𝛼𝛼𝛤𝛤(𝑛𝑛 + 𝛼𝛼 + 2) 𝑒𝑒𝑏𝑏.                                                                        
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Abstract  

This paper introduces newly  p H A,k , p H B,k, and p H C,k Srivastava's triple hypergeometric 

function using p-k Pochhammer symbol. We also present relationship between p-k 

Srivastava's triple hypergeometric functions and classical Srivastava's triple hypergeometric 

functions. Then, we obtain some properties of the p-k Srivastava's triple hypergeometric 

functions such as integral representations and recurrence formulas. 

Keywords: Srivastava hypergeometric funtion, integral representations, derivative formula, 

recurrence relations. 

1.INTRODUCTION 
Throughout this paper, we use the notations 

 ℕ₀ = {0,1,2, … }  𝑎𝑎𝑎𝑎𝑎𝑎  ℕ = {1,2,3, … }. 

The classical gamma function can be defined [1,9,12] by 

𝛤𝛤(𝑧𝑧) = ∫ 𝑡𝑡𝑧𝑧−1  𝑒𝑒𝑒𝑒𝑒𝑒(−𝑡𝑡)  𝑑𝑑𝑑𝑑 ,
1

0

  ℜ(𝑧𝑧) > 0. 

For α∈ℂ and n∈ℤ/ ℤ- , the Pochhammer symbol (α)n is defined by 

 (𝛼𝛼)𝑛𝑛 =  𝛼𝛼 (𝛼𝛼 + 1) (𝛼𝛼 + 2) … (𝛼𝛼 + 𝑛𝑛 − 1) 

    The Pochhammer symbol (α)n is also known as the rising factorial, see [16,17,18,19,20] 
and closely related references therein. 

    For x ∈ ℂ; k, p∈ ℝ⁺ - {0} and ℝ (x) >0, n ∈ ℕ, the p-k Gamma function was defined [14] as 

 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑥𝑥) = 1
𝑘𝑘 𝑙𝑙𝑙𝑙𝑙𝑙

𝑛𝑛→∞

𝑛𝑛! 𝑝𝑝𝑛𝑛+1(𝑛𝑛𝑛𝑛)
𝑥𝑥
𝑘𝑘

 𝑝𝑝(𝑥𝑥)𝑛𝑛+1,𝑘𝑘
                                                                                                                    (1.1)  

or 
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1.INTRODUCTION 
Throughout this paper, we use the notations 

 ℕ₀ = {0,1,2, … }  𝑎𝑎𝑎𝑎𝑎𝑎  ℕ = {1,2,3, … }. 

The classical gamma function can be defined [1,9,12] by 

𝛤𝛤(𝑧𝑧) = ∫ 𝑡𝑡𝑧𝑧−1  𝑒𝑒𝑒𝑒𝑒𝑒(−𝑡𝑡)  𝑑𝑑𝑑𝑑 ,
1

0

  ℜ(𝑧𝑧) > 0. 

For α∈ℂ and n∈ℤ/ ℤ- , the Pochhammer symbol (α)n is defined by 

 (𝛼𝛼)𝑛𝑛 =  𝛼𝛼 (𝛼𝛼 + 1) (𝛼𝛼 + 2) … (𝛼𝛼 + 𝑛𝑛 − 1) 

    The Pochhammer symbol (α)n is also known as the rising factorial, see [16,17,18,19,20] 
and closely related references therein. 

    For x ∈ ℂ; k, p∈ ℝ⁺ - {0} and ℝ (x) >0, n ∈ ℕ, the p-k Gamma function was defined [14] as 

 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑥𝑥) = 1
𝑘𝑘 𝑙𝑙𝑙𝑙𝑙𝑙

𝑛𝑛→∞

𝑛𝑛! 𝑝𝑝𝑛𝑛+1(𝑛𝑛𝑛𝑛)
𝑥𝑥
𝑘𝑘

 𝑝𝑝(𝑥𝑥)𝑛𝑛+1,𝑘𝑘
                                                                                                                    (1.1)  

or 

 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑥𝑥) = 1
𝑘𝑘 𝑙𝑙𝑙𝑙𝑙𝑙

𝑛𝑛→∞

𝑛𝑛! 𝑝𝑝𝑛𝑛+1(𝑛𝑛𝑛𝑛)
𝑥𝑥
𝑘𝑘−1

 𝑝𝑝(𝑥𝑥)𝑛𝑛,𝑘𝑘
 .                                                                                                              (1.2) 

Lemma 1. The relation between p-k Gamma function, k- Gamma function and classical 
Gamma function is given by, 

 𝑝𝑝 𝛤𝛤𝑘𝑘(𝑥𝑥) = (𝑝𝑝
𝑘𝑘)

𝑥𝑥
𝑘𝑘 𝛤𝛤𝑘𝑘(𝑥𝑥)                                                                                                           (1.3) 

and 

 𝑝𝑝 𝛤𝛤𝑘𝑘 (𝑥𝑥) = 𝑝𝑝
𝑥𝑥
𝑘𝑘

𝑘𝑘 𝛤𝛤 (𝑥𝑥
𝑘𝑘)

 

                                                                                                            (1.4) 

    Also, for x∈ℂ ; k,p∈ℝ⁺-{0} and ℝ(x)>0 , n∈ℕ, Gehlot  [14] presents the p-k Pochhammer 
symbol, p (x) n,k is given by 

p (x) n,k =(𝑥𝑥𝑥𝑥
𝑘𝑘 ) (𝑥𝑥𝑥𝑥

𝑘𝑘 + 𝑝𝑝) (𝑥𝑥𝑥𝑥
𝑘𝑘 + 2𝑝𝑝) … (𝑥𝑥𝑥𝑥

𝑘𝑘 + (𝑛𝑛 − 1)𝑝𝑝).                                 (1.5) 

Lemma 2. For x∈ ℂ , k∈ ℤ⁻; n∈ ℕ ;k,p∈ ℝ⁺ and ℝ(x)>0, then the relation between p-k 
Pochhammer symbol, k- Pochhammer symbol and classical Pochhammer symbol is given by 
[14], 

p (x) n,k =(𝑝𝑝
𝑘𝑘)

𝑛𝑛
(𝑥𝑥)𝑛𝑛,𝑘𝑘 ,                                                                                     (1.6) 

p (x) n,k =𝑝𝑝𝑛𝑛 (𝑥𝑥
𝑘𝑘)

𝑛𝑛
 .                                                                                          (1.7) 

   Then, p-k Beta function p B k (x,y) is given by 

p B k (x,y)= 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑥𝑥)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑦𝑦)
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑥𝑥+𝑦𝑦) ;   ℝ(𝑥𝑥) > 0, ℝ(𝑦𝑦) > 0.                                         (1.8) 

    The main aim of this paper is to introduce p H A,k , pH B,k, and p H C,k Srivastava's triple 
hypergeometric function by using Pochhammer symbol defined (1.5). A great number of 
extensions of Pochhammer symbol are available in the literature [21,22,23,24,25]. The paper 
is organized as follows: In Sec. (2), we introduce p H A,k , pH B,k, and p H C,k Srivastava's triple 
hypergeometric function. In Sec. (3), integral representations for p H A,k , pH B,k, and p H C,k are 
given. In Sec. (4),  recurrence relations for p H A,k  is presented. 

 

2. 𝒑𝒑 − 𝒌𝒌  SRIVASTAVA HYPERGEOMETRİC FUNCTIONS 
   For  p,k∈ℝ⁺ is r₁:=p|x|,r₂:=p|y|,r₃:=p|z| ; γ,𝛿𝛿 𝜏𝜏 ∈ ℂ for τ=1,2, and vκ ∈ ℂ∖ℤ₀ for κ=1,2,3 we 
define 
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 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = ∑
 𝑝𝑝(𝛾𝛾)𝑚𝑚+𝑠𝑠,𝑘𝑘   𝑝𝑝(𝛿𝛿1)𝑚𝑚+𝑛𝑛,𝑘𝑘     𝑝𝑝(𝛿𝛿2)𝑛𝑛+𝑠𝑠,𝑘𝑘  

   𝑝𝑝(𝑣𝑣1)𝑚𝑚,𝑘𝑘     𝑝𝑝(𝑣𝑣2)𝑛𝑛+𝑠𝑠,𝑘𝑘  

𝑥𝑥𝑚𝑚

𝑚𝑚!
𝑦𝑦𝑛𝑛

𝑛𝑛!
𝑧𝑧𝑠𝑠

𝑠𝑠!

∞

𝑚𝑚,𝑛𝑛,𝑠𝑠=0
 

( r₁ <1 , r₂ <1 , r₃ < (1-r₁) (1-r₂) ) ,                                                                            (2.1) 

 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  = ∑
 𝑝𝑝(𝛾𝛾)𝑚𝑚+𝑠𝑠,𝑘𝑘   𝑝𝑝(𝛿𝛿1)𝑚𝑚+𝑛𝑛,𝑘𝑘     𝑝𝑝(𝛿𝛿2)𝑛𝑛+𝑠𝑠,𝑘𝑘  

   𝑝𝑝(𝑣𝑣1)𝑚𝑚,𝑘𝑘     𝑝𝑝(𝑣𝑣2)𝑛𝑛,𝑘𝑘     𝑝𝑝(𝑣𝑣3)𝑠𝑠,𝑘𝑘  

𝑥𝑥𝑚𝑚

𝑚𝑚!
𝑦𝑦𝑛𝑛

𝑛𝑛!
𝑧𝑧𝑠𝑠

𝑠𝑠!

∞

𝑚𝑚,𝑛𝑛,𝑠𝑠=0
 

( r₁ + r₂ + r₃ + 2 √𝑟𝑟₁ 𝑟𝑟₂ 𝑟𝑟₃ < 1 )                                                                                (2.2) 

and 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  = ∑
 𝑝𝑝(𝛾𝛾)𝑚𝑚+𝑠𝑠,𝑘𝑘   𝑝𝑝(𝛿𝛿1)𝑚𝑚+𝑛𝑛,𝑘𝑘     𝑝𝑝(𝛿𝛿2)𝑛𝑛+𝑠𝑠,𝑘𝑘  

   𝑝𝑝(𝑣𝑣 )𝑚𝑚+𝑛𝑛+𝑠𝑠,𝑘𝑘  

𝑥𝑥𝑚𝑚

𝑚𝑚!
𝑦𝑦𝑛𝑛

𝑛𝑛!
𝑧𝑧𝑠𝑠

𝑠𝑠!

∞

𝑚𝑚,𝑛𝑛,𝑠𝑠=0
 

( r₁ <1 , r₂ <1 , r₃ < 1, r₁ + r₂ + r₃ - 2 √(1 − 𝑟𝑟₁) (1 − 𝑟𝑟₂)  (1 − 𝑟𝑟₃) < 2) .              (2.3) 

Now, taking advantage of the Pochhammer symbol relation (1.7) for the p-k Srivastava 
hypergeometric functions (2.1) - (2.3), we obtain following identities: 

p H A,k  (γ, δ1, δ2 ; v1, v2 ; x, y, z) =  HA  (
𝛾𝛾
𝑘𝑘, 𝛿𝛿1

𝑘𝑘 , 𝛿𝛿2
𝑘𝑘  ; 𝑣𝑣1

𝑘𝑘 , 
𝑣𝑣2
𝑘𝑘  ; px, py, pz) ,                          (2.4) 

p H B,k  (γ, δ1, δ2 ; v1, v2, v3 ; x, y, z) =  HB  (
𝛾𝛾
𝑘𝑘, 𝛿𝛿1

𝑘𝑘 , 𝛿𝛿2
𝑘𝑘  ; 

𝑣𝑣1
𝑘𝑘 , 

𝑣𝑣2
𝑘𝑘 , 𝑣𝑣3

𝑘𝑘 ; px, py, pz)                   (2.5) 

and 

p H C,k  (γ, δ1, δ2 ; v ; x, y, z) =  HC  (
𝛾𝛾
𝑘𝑘, 𝛿𝛿1

𝑘𝑘 ,  𝛿𝛿2
𝑘𝑘   ; 

𝑣𝑣
𝑘𝑘 ; px, py, pz) .                                    (2.6) 

Also, using of the Pochhammer symbol relation (1.6) for the p-k Srivastava hypergeometric 
functions (2.1) - (2.3), we have following identities 

p H A,k  (γ, δ1, δ2 ; v1, v2 ; x, y, z) =  HA,k  (𝛾𝛾, 𝛿𝛿1 , 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2  ; 
𝑝𝑝𝑝𝑝
𝑘𝑘  , 𝑝𝑝𝑝𝑝

𝑘𝑘  , 𝑝𝑝𝑝𝑝
𝑘𝑘  ) ,                 (2.7) 

p H B,k  (γ, δ1, δ2 ; v1, v2, v3 ; x, y, z) =  HB,k  (𝛾𝛾 , 𝛿𝛿1 , 𝛿𝛿2  ; 𝑣𝑣1 , 𝑣𝑣2 , 𝑣𝑣3 ; 𝑝𝑝𝑝𝑝
𝑘𝑘  , 𝑝𝑝𝑝𝑝

𝑘𝑘  , 𝑝𝑝𝑝𝑝
𝑘𝑘  )      (2.8) 

and 

p H C,k  (γ, δ1, δ2 ; v ; x, y, z) =  HC,k  (𝛾𝛾 , 𝛿𝛿1 , 𝛿𝛿2  ; 𝑣𝑣 ; 𝑝𝑝𝑝𝑝
𝑘𝑘 ,  𝑝𝑝𝑝𝑝

𝑘𝑘 ,  𝑝𝑝𝑝𝑝
𝑘𝑘  ) .                              (2.9) 

For, p-k Gauss hypergeometric function, where k, p ∈ ℝ⁺ , α, β, v ∈ ℂ  and v≠0 , we have the 
following equation: 

 𝑝𝑝𝐹𝐹𝑘𝑘( 𝛼𝛼, 𝛽𝛽;  𝑣𝑣;  𝑥𝑥 ) = ∑
 𝑝𝑝(𝛼𝛼)𝑛𝑛,𝑘𝑘  𝑝𝑝(𝛽𝛽)𝑛𝑛,𝑘𝑘

 𝑝𝑝(𝑣𝑣)𝑛𝑛,𝑘𝑘

𝑥𝑥𝑛𝑛

𝑛𝑛!  
∞

𝑛𝑛=0
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 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = ∑
 𝑝𝑝(𝛾𝛾)𝑚𝑚+𝑠𝑠,𝑘𝑘   𝑝𝑝(𝛿𝛿1)𝑚𝑚+𝑛𝑛,𝑘𝑘     𝑝𝑝(𝛿𝛿2)𝑛𝑛+𝑠𝑠,𝑘𝑘  

   𝑝𝑝(𝑣𝑣1)𝑚𝑚,𝑘𝑘     𝑝𝑝(𝑣𝑣2)𝑛𝑛+𝑠𝑠,𝑘𝑘  

𝑥𝑥𝑚𝑚

𝑚𝑚!
𝑦𝑦𝑛𝑛

𝑛𝑛!
𝑧𝑧𝑠𝑠

𝑠𝑠!

∞

𝑚𝑚,𝑛𝑛,𝑠𝑠=0
 

( r₁ <1 , r₂ <1 , r₃ < (1-r₁) (1-r₂) ) ,                                                                            (2.1) 

 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  = ∑
 𝑝𝑝(𝛾𝛾)𝑚𝑚+𝑠𝑠,𝑘𝑘   𝑝𝑝(𝛿𝛿1)𝑚𝑚+𝑛𝑛,𝑘𝑘     𝑝𝑝(𝛿𝛿2)𝑛𝑛+𝑠𝑠,𝑘𝑘  

   𝑝𝑝(𝑣𝑣1)𝑚𝑚,𝑘𝑘     𝑝𝑝(𝑣𝑣2)𝑛𝑛,𝑘𝑘     𝑝𝑝(𝑣𝑣3)𝑠𝑠,𝑘𝑘  

𝑥𝑥𝑚𝑚

𝑚𝑚!
𝑦𝑦𝑛𝑛

𝑛𝑛!
𝑧𝑧𝑠𝑠

𝑠𝑠!

∞

𝑚𝑚,𝑛𝑛,𝑠𝑠=0
 

( r₁ + r₂ + r₃ + 2 √𝑟𝑟₁ 𝑟𝑟₂ 𝑟𝑟₃ < 1 )                                                                                (2.2) 

and 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  = ∑
 𝑝𝑝(𝛾𝛾)𝑚𝑚+𝑠𝑠,𝑘𝑘   𝑝𝑝(𝛿𝛿1)𝑚𝑚+𝑛𝑛,𝑘𝑘     𝑝𝑝(𝛿𝛿2)𝑛𝑛+𝑠𝑠,𝑘𝑘  

   𝑝𝑝(𝑣𝑣 )𝑚𝑚+𝑛𝑛+𝑠𝑠,𝑘𝑘  

𝑥𝑥𝑚𝑚

𝑚𝑚!
𝑦𝑦𝑛𝑛

𝑛𝑛!
𝑧𝑧𝑠𝑠

𝑠𝑠!

∞

𝑚𝑚,𝑛𝑛,𝑠𝑠=0
 

( r₁ <1 , r₂ <1 , r₃ < 1, r₁ + r₂ + r₃ - 2 √(1 − 𝑟𝑟₁) (1 − 𝑟𝑟₂)  (1 − 𝑟𝑟₃) < 2) .              (2.3) 

Now, taking advantage of the Pochhammer symbol relation (1.7) for the p-k Srivastava 
hypergeometric functions (2.1) - (2.3), we obtain following identities: 

p H A,k  (γ, δ1, δ2 ; v1, v2 ; x, y, z) =  HA  (
𝛾𝛾
𝑘𝑘, 𝛿𝛿1

𝑘𝑘 , 𝛿𝛿2
𝑘𝑘  ; 𝑣𝑣1

𝑘𝑘 , 
𝑣𝑣2
𝑘𝑘  ; px, py, pz) ,                          (2.4) 

p H B,k  (γ, δ1, δ2 ; v1, v2, v3 ; x, y, z) =  HB  (
𝛾𝛾
𝑘𝑘, 𝛿𝛿1

𝑘𝑘 , 𝛿𝛿2
𝑘𝑘  ; 

𝑣𝑣1
𝑘𝑘 , 

𝑣𝑣2
𝑘𝑘 , 𝑣𝑣3

𝑘𝑘 ; px, py, pz)                   (2.5) 

and 

p H C,k  (γ, δ1, δ2 ; v ; x, y, z) =  HC  (
𝛾𝛾
𝑘𝑘, 𝛿𝛿1

𝑘𝑘 ,  𝛿𝛿2
𝑘𝑘   ; 

𝑣𝑣
𝑘𝑘 ; px, py, pz) .                                    (2.6) 

Also, using of the Pochhammer symbol relation (1.6) for the p-k Srivastava hypergeometric 
functions (2.1) - (2.3), we have following identities 

p H A,k  (γ, δ1, δ2 ; v1, v2 ; x, y, z) =  HA,k  (𝛾𝛾, 𝛿𝛿1 , 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2  ; 
𝑝𝑝𝑝𝑝
𝑘𝑘  , 𝑝𝑝𝑝𝑝

𝑘𝑘  , 𝑝𝑝𝑝𝑝
𝑘𝑘  ) ,                 (2.7) 

p H B,k  (γ, δ1, δ2 ; v1, v2, v3 ; x, y, z) =  HB,k  (𝛾𝛾 , 𝛿𝛿1 , 𝛿𝛿2  ; 𝑣𝑣1 , 𝑣𝑣2 , 𝑣𝑣3 ; 𝑝𝑝𝑝𝑝
𝑘𝑘  , 𝑝𝑝𝑝𝑝

𝑘𝑘  , 𝑝𝑝𝑝𝑝
𝑘𝑘  )      (2.8) 

and 

p H C,k  (γ, δ1, δ2 ; v ; x, y, z) =  HC,k  (𝛾𝛾 , 𝛿𝛿1 , 𝛿𝛿2  ; 𝑣𝑣 ; 𝑝𝑝𝑝𝑝
𝑘𝑘 ,  𝑝𝑝𝑝𝑝

𝑘𝑘 ,  𝑝𝑝𝑝𝑝
𝑘𝑘  ) .                              (2.9) 

For, p-k Gauss hypergeometric function, where k, p ∈ ℝ⁺ , α, β, v ∈ ℂ  and v≠0 , we have the 
following equation: 

 𝑝𝑝𝐹𝐹𝑘𝑘( 𝛼𝛼, 𝛽𝛽;  𝑣𝑣;  𝑥𝑥 ) = ∑
 𝑝𝑝(𝛼𝛼)𝑛𝑛,𝑘𝑘  𝑝𝑝(𝛽𝛽)𝑛𝑛,𝑘𝑘

 𝑝𝑝(𝑣𝑣)𝑛𝑛,𝑘𝑘

𝑥𝑥𝑛𝑛

𝑛𝑛!  
∞

𝑛𝑛=0
 

(|𝑥𝑥| < 1
𝑝𝑝) .                                                                        (2.10) 

Then, using the (1.5) in the equation (2.10), we have the following integral representation of 
the p-k Gauss hypergeometric function as follow: 

 𝑝𝑝𝐹𝐹𝑘𝑘( 𝛼𝛼, 𝛽𝛽;  𝑣𝑣;  𝑥𝑥 ) =   𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)
𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛽𝛽)   𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣−𝛽𝛽)                                                                  (2.11) 

× ∫ 𝑡𝑡
𝛽𝛽
𝑘𝑘−1  (1 − 𝑡𝑡)

𝑣𝑣−𝛽𝛽
𝑘𝑘 −1 (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛼𝛼

𝑘𝑘  𝑑𝑑𝑑𝑑 ,
1

0
 

Besides, taking consideration of the (1.4) in the p-k Gauss hypergeometric function (2.10) , 
we have 

p F k ( α, β; v; x )=  F ( 
𝛼𝛼
𝑘𝑘, 𝛽𝛽𝑘𝑘; 𝑣𝑣

𝑘𝑘; px ) .                                                                         (2.12) 

 

3. INTEGRAL REPRESENTATIONS FOR   𝒑𝒑𝑯𝑯 𝑨𝑨,𝒌𝒌 ,   𝒑𝒑𝑯𝑯𝑩𝑩,𝒌𝒌 , AND   𝒑𝒑𝑯𝑯𝑪𝑪,𝒌𝒌  
This section presents integral representations for p H A,k , pH B,k, and p H C,k Srivastava's triple 
hypergeometric functions. 

Theorem 1. p H A,k  𝑝𝑝 − 𝑘𝑘 Srivastava hypergeometric function has the following integral 
representations. 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1 𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣1)   𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)

𝑘𝑘2  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣1 − 𝛿𝛿1)   𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) 

× ∫ ∫ 𝜉𝜉
𝛿𝛿1
𝑘𝑘 −1  𝜂𝜂

𝛿𝛿2
𝑘𝑘 −1 (1 − 𝜉𝜉)

𝑣𝑣1−𝛿𝛿1
𝑘𝑘 −1   (1 − 𝜂𝜂)

𝑣𝑣2−𝛿𝛿2
𝑘𝑘 −1  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1

𝑘𝑘    
1

0

1

0
 

   
   

×  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝𝑝𝑝)
−𝛾𝛾

𝑘𝑘(1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1
𝑘𝑘 (1 − 𝑝𝑝2𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥

(1−𝑝𝑝𝑝𝑝𝑝𝑝)  (1−𝑝𝑝𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝𝑝𝑝))
−𝛾𝛾

𝑘𝑘
 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑             (3.1) 

(ℝ(𝑣𝑣1) > ℝ(𝛿𝛿1) > 0 , ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0) , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)

𝑘𝑘2  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) 

× ∫ 𝜉𝜉
𝛿𝛿2
𝑘𝑘 −1  (1 − 𝜉𝜉)

𝑣𝑣2−𝛿𝛿2
𝑘𝑘 −1  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1

𝑘𝑘

1

0
 (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛾𝛾

𝑘𝑘 

 ×  𝑝𝑝𝐹𝐹𝑘𝑘 (𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥
(1−𝑝𝑝𝑝𝑝𝑝𝑝)  (1−𝑝𝑝𝑝𝑝𝑝𝑝)) 𝑑𝑑𝑑𝑑                                                (3.2) 

(ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0) , 
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 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =  
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)  (1 + 𝜆𝜆)

𝛿𝛿2
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) 

× ∫ 𝜉𝜉
𝛿𝛿2
𝑘𝑘 −1  (1 − 𝜉𝜉)

𝑣𝑣2−𝛿𝛿2
𝑘𝑘 −1  (1 + 𝜆𝜆𝜆𝜆)

𝛾𝛾+𝛿𝛿1−𝑣𝑣2
𝑘𝑘

1

0

 (1 + 𝜆𝜆𝜆𝜆 − (1 + 𝜆𝜆)𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1
𝑘𝑘  

×    𝑝𝑝 𝐹𝐹 𝑘𝑘 (𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥(1+𝜆𝜆𝜆𝜆)2

(1+𝜆𝜆𝜆𝜆−(1+𝜆𝜆)𝑝𝑝𝑝𝑝𝑝𝑝)  (1+𝜆𝜆𝜆𝜆−(1+𝜆𝜆)𝑝𝑝𝑝𝑝𝑝𝑝)) 𝑑𝑑𝑑𝑑                               (3.3) 

(ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0;  𝜆𝜆 > −1) , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1,  𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) 

× ∫ 𝜉𝜉
𝛿𝛿2
𝑘𝑘 −1  (1 + 𝜉𝜉)

𝛾𝛾+𝛿𝛿1−𝑣𝑣2
𝑘𝑘   (1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1

𝑘𝑘

1

0

 (1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛾𝛾
𝑘𝑘 

 ×    𝑝𝑝 𝐹𝐹 𝑘𝑘 (𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥(1+𝜉𝜉)2

(1+𝜉𝜉−𝑝𝑝𝑝𝑝𝑝𝑝)  (1+𝜉𝜉−𝑝𝑝𝑝𝑝𝑝𝑝)) 𝑑𝑑𝑑𝑑                                                (3.4) 

(ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0) , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2)
(𝑏𝑏 − 𝑐𝑐)

𝛿𝛿2
𝑘𝑘 (𝑎𝑎 − 𝑐𝑐)

𝑣𝑣2−𝛿𝛿2
𝑘𝑘

(𝑏𝑏 − 𝑎𝑎)
𝑣𝑣2−𝛾𝛾−𝛿𝛿1

𝑘𝑘 −1
 

× ∫(𝑏𝑏 − 𝜉𝜉)
𝑣𝑣2−𝛿𝛿2

𝑘𝑘 −1  (𝜉𝜉 − 𝑎𝑎)
𝛿𝛿2
𝑘𝑘 −1  (𝜉𝜉 − 𝑐𝑐)

𝛾𝛾+𝛿𝛿1−𝑣𝑣2
𝑘𝑘

𝑏𝑏

𝑎𝑎
 [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝]−𝛿𝛿1

𝑘𝑘  

× [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝]−𝛾𝛾
𝑘𝑘 𝑝𝑝 𝐹𝐹𝑘𝑘(𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑 

                             (ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0 ; 𝑐𝑐 < 𝑎𝑎 < 𝑏𝑏 )                                              (3.5) 

𝜎𝜎: =
(𝑏𝑏 − 𝑎𝑎)2 (𝜉𝜉 − 𝑐𝑐)2

[(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝] [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝]  , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)  

𝑘𝑘 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2) 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) ∫  (sin2 𝜉𝜉)
𝛿𝛿2
𝑘𝑘 −1

2  (cos2 𝜉𝜉)
𝑣𝑣2+𝛿𝛿2

𝑘𝑘 −1
2 

𝜋𝜋 2⁄

0
 

 ×
  

(1 − 𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)
−𝛿𝛿2

𝑘𝑘 (1 − 𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)−𝛾𝛾
𝑘𝑘 𝑝𝑝𝐹𝐹𝑘𝑘 (𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥

(1−𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)  (1−𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)) 𝑑𝑑𝑑𝑑            (3.6) 

(ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0) . 
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 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =  
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)  (1 + 𝜆𝜆)

𝛿𝛿2
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) 

× ∫ 𝜉𝜉
𝛿𝛿2
𝑘𝑘 −1  (1 − 𝜉𝜉)

𝑣𝑣2−𝛿𝛿2
𝑘𝑘 −1  (1 + 𝜆𝜆𝜆𝜆)

𝛾𝛾+𝛿𝛿1−𝑣𝑣2
𝑘𝑘

1

0

 (1 + 𝜆𝜆𝜆𝜆 − (1 + 𝜆𝜆)𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1
𝑘𝑘  

×    𝑝𝑝 𝐹𝐹 𝑘𝑘 (𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥(1+𝜆𝜆𝜆𝜆)2

(1+𝜆𝜆𝜆𝜆−(1+𝜆𝜆)𝑝𝑝𝑝𝑝𝑝𝑝)  (1+𝜆𝜆𝜆𝜆−(1+𝜆𝜆)𝑝𝑝𝑝𝑝𝑝𝑝)) 𝑑𝑑𝑑𝑑                               (3.3) 

(ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0;  𝜆𝜆 > −1) , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1,  𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) 

× ∫ 𝜉𝜉
𝛿𝛿2
𝑘𝑘 −1  (1 + 𝜉𝜉)

𝛾𝛾+𝛿𝛿1−𝑣𝑣2
𝑘𝑘   (1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1

𝑘𝑘

1

0

 (1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛾𝛾
𝑘𝑘 

 ×    𝑝𝑝 𝐹𝐹 𝑘𝑘 (𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥(1+𝜉𝜉)2

(1+𝜉𝜉−𝑝𝑝𝑝𝑝𝑝𝑝)  (1+𝜉𝜉−𝑝𝑝𝑝𝑝𝑝𝑝)) 𝑑𝑑𝑑𝑑                                                (3.4) 

(ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0) , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2)
(𝑏𝑏 − 𝑐𝑐)

𝛿𝛿2
𝑘𝑘 (𝑎𝑎 − 𝑐𝑐)

𝑣𝑣2−𝛿𝛿2
𝑘𝑘

(𝑏𝑏 − 𝑎𝑎)
𝑣𝑣2−𝛾𝛾−𝛿𝛿1

𝑘𝑘 −1
 

× ∫(𝑏𝑏 − 𝜉𝜉)
𝑣𝑣2−𝛿𝛿2

𝑘𝑘 −1  (𝜉𝜉 − 𝑎𝑎)
𝛿𝛿2
𝑘𝑘 −1  (𝜉𝜉 − 𝑐𝑐)

𝛾𝛾+𝛿𝛿1−𝑣𝑣2
𝑘𝑘

𝑏𝑏

𝑎𝑎
 [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝]−𝛿𝛿1

𝑘𝑘  

× [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝]−𝛾𝛾
𝑘𝑘 𝑝𝑝 𝐹𝐹𝑘𝑘(𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑 

                             (ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0 ; 𝑐𝑐 < 𝑎𝑎 < 𝑏𝑏 )                                              (3.5) 

𝜎𝜎: =
(𝑏𝑏 − 𝑎𝑎)2 (𝜉𝜉 − 𝑐𝑐)2

[(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝] [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝]  , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)  

𝑘𝑘 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2) 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) ∫  (sin2 𝜉𝜉)
𝛿𝛿2
𝑘𝑘 −1

2  (cos2 𝜉𝜉)
𝑣𝑣2+𝛿𝛿2

𝑘𝑘 −1
2 

𝜋𝜋 2⁄

0
 

 ×
  

(1 − 𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)
−𝛿𝛿2

𝑘𝑘 (1 − 𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)−𝛾𝛾
𝑘𝑘 𝑝𝑝𝐹𝐹𝑘𝑘 (𝛾𝛾, 𝛿𝛿1; 𝑣𝑣1; 𝑥𝑥

(1−𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)  (1−𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)) 𝑑𝑑𝑑𝑑            (3.6) 

(ℝ(𝑣𝑣2) > ℝ(𝛿𝛿2) > 0) . 

Here,  𝑝𝑝 𝐹𝐹 𝑘𝑘 is the p-k Gauss hypergeometric function (2.11) . 

Proof. Using the (2.4) , and taking consideration of the integral representation of the classical 
Srivastava hypergeometric function  HA , we get 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  (𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =  𝐻𝐻𝐴𝐴   (𝛾𝛾
𝑘𝑘 , 𝛿𝛿1

𝑘𝑘 , 𝛿𝛿2
𝑘𝑘  ;  𝑣𝑣1

𝑘𝑘 , 𝑣𝑣2
𝑘𝑘  ;  𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝) 

=   
𝛤𝛤 (𝑣𝑣1

𝑘𝑘 )   𝛤𝛤 (𝑣𝑣2
𝑘𝑘 )

𝛤𝛤 (𝛿𝛿1
𝑘𝑘 ) 𝛤𝛤 (𝛿𝛿2

𝑘𝑘 )  𝛤𝛤 (𝑣𝑣1−𝛿𝛿1
𝑘𝑘 )  𝛤𝛤 (𝑣𝑣2−𝛿𝛿2

𝑘𝑘 )
∫ ∫ 𝜉𝜉

𝛿𝛿1
𝑘𝑘 −1  𝜂𝜂

𝛿𝛿2
𝑘𝑘 −1 (1 − 𝜉𝜉)

𝑣𝑣1−𝛿𝛿1
𝑘𝑘 −1      

1

0

1

0
 

× (1 − 𝜂𝜂)
𝑣𝑣2−𝛿𝛿2

𝑘𝑘 −1  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1
𝑘𝑘  

  
   

×  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝𝑝𝑝)
−𝛾𝛾

𝑘𝑘(1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1
𝑘𝑘 (1 − 𝑝𝑝2𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥

(1−𝑝𝑝𝑝𝑝𝑝𝑝)  (1−𝑝𝑝𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝𝑝𝑝))
−𝛾𝛾

𝑘𝑘
 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 

=   

𝑘𝑘
𝑝𝑝

𝑣𝑣1 𝑘𝑘⁄   𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣1)  𝑘𝑘
𝑝𝑝

𝑣𝑣2 𝑘𝑘⁄  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)
𝑘𝑘

𝑝𝑝
𝛿𝛿1 𝑘𝑘⁄

  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)  𝑘𝑘

𝑝𝑝
𝛿𝛿2 𝑘𝑘⁄

  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑘𝑘

𝑝𝑝
𝑣𝑣1−𝛿𝛿1 𝑘𝑘⁄

  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣1 − 𝛿𝛿1)  𝑘𝑘

𝑝𝑝
𝑣𝑣2−𝛿𝛿2 𝑘𝑘⁄

  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2)
 

× ∫ ∫ 𝜉𝜉
𝛿𝛿1
𝑘𝑘 −1  𝜂𝜂

𝛿𝛿2
𝑘𝑘 −1 (1 − 𝜉𝜉)

𝑣𝑣1−𝛿𝛿1
𝑘𝑘 −1   (1 − 𝜂𝜂)

𝑣𝑣2−𝛿𝛿2
𝑘𝑘 −1  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1

𝑘𝑘    
1

0

1

0
 

   
   

×  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝𝑝𝑝)
−𝛾𝛾

𝑘𝑘(1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1
𝑘𝑘 (1 − 𝑝𝑝2𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥

(1−𝑝𝑝𝑝𝑝𝑝𝑝)  (1−𝑝𝑝𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝𝑝𝑝))
−𝛾𝛾

𝑘𝑘
 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 

=   
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣1)   𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2)

𝑘𝑘2  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣1 − 𝛿𝛿1)   𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣2 − 𝛿𝛿2) 

× ∫ ∫ 𝜉𝜉
𝛿𝛿1
𝑘𝑘 −1  𝜂𝜂

𝛿𝛿2
𝑘𝑘 −1 (1 − 𝜉𝜉)

𝑣𝑣1−𝛿𝛿1
𝑘𝑘 −1   (1 − 𝜂𝜂)

𝑣𝑣2−𝛿𝛿2
𝑘𝑘 −1  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1

𝑘𝑘    
1

0

1

0
 

   
   

×  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝𝑝𝑝)
−𝛾𝛾

𝑘𝑘(1 − 𝑝𝑝𝑝𝑝𝑝𝑝)−𝛿𝛿1
𝑘𝑘 (1 − 𝑝𝑝2𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥

(1−𝑝𝑝𝑝𝑝𝑝𝑝)  (1−𝑝𝑝𝑝𝑝𝑝𝑝−𝑝𝑝𝑝𝑝𝑝𝑝))
−𝛾𝛾

𝑘𝑘
 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 

Using same methodology, (3.2) – (3.6) can be yielded desired results.  

Theorem 2. p H B,k 𝑝𝑝 − 𝑘𝑘 Srivastava hypergeometric function has the following integral 
representations. 

  𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾+𝛿𝛿1)  
𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1) ∫ 𝜉𝜉

𝛾𝛾
𝑘𝑘−1  (1 − 𝜉𝜉)

𝛿𝛿1
𝑘𝑘 −11

0     

×  𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥(1 − 𝜉𝜉), 𝑦𝑦(1 − 𝜉𝜉), 𝑧𝑧𝑧𝑧)  𝑑𝑑𝑑𝑑 ,                              (3.7) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0), 
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 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)
(𝑏𝑏 − 𝑐𝑐)

𝛾𝛾
𝑘𝑘 (𝑎𝑎 − 𝑐𝑐)

𝛿𝛿1
𝑘𝑘

(𝑏𝑏 − 𝑎𝑎)
𝛾𝛾+𝛿𝛿1−1

𝑘𝑘
  

× ∫(𝑏𝑏 − 𝜉𝜉)
𝛿𝛿1
𝑘𝑘 −1  (𝜉𝜉 − 𝑎𝑎)

𝛾𝛾
𝑘𝑘−1  (𝜉𝜉 − 𝑐𝑐)

−𝛾𝛾−𝛿𝛿1
𝑘𝑘

𝑏𝑏

𝑎𝑎
 𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥₁, 𝑦𝑦𝑦𝑦₂, 𝑧𝑧𝑧𝑧₃)  𝑑𝑑𝑑𝑑  

  (min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0 ;  𝑐𝑐 < 𝑎𝑎 < 𝑏𝑏)                                                        (3.8) 

𝜎𝜎1: =
(𝑎𝑎 − 𝑐𝑐) (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) (𝑏𝑏 − 𝜉𝜉) 

(𝑏𝑏 − 𝑎𝑎)2 (𝜉𝜉 − 𝑐𝑐)2 , 𝜎𝜎2: =
(𝑎𝑎 − 𝑐𝑐) (𝑏𝑏 − 𝜉𝜉) 
(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) , 𝜎𝜎3: =

(𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 
(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐)  , 

 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
2 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1) ∫ (𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)
𝛾𝛾
𝑘𝑘−1

2  (𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉)
𝛿𝛿1
𝑘𝑘 −1

2 

𝜋𝜋 2⁄

0
  

×  𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥₁, 𝑦𝑦𝑦𝑦₂, 𝑧𝑧𝑧𝑧₃)  𝑑𝑑𝑑𝑑                                                 (3.9) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0) 

𝜎𝜎1: = 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 , 𝜎𝜎2: = 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉  , 𝜎𝜎3: = 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉 , 

 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =   
2 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1)  (1 + 𝜆𝜆)

𝛾𝛾
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)   ∫
(𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)

𝛾𝛾
𝑘𝑘−1

2  (𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉)
𝛿𝛿1
𝑘𝑘 −1

2

(1 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)
𝛾𝛾+𝛿𝛿1 𝑘𝑘⁄

 

𝜋𝜋 2⁄

0
 

×  𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥₁, 𝑦𝑦𝑦𝑦₂, 𝑧𝑧𝑧𝑧₃)  𝑑𝑑𝑑𝑑                                               (3.10) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0;  𝜆𝜆 > −1)  

𝜎𝜎1: =
(1 + 𝜆𝜆) 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉

(1 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)2 , 𝜎𝜎2: = 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉
1 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉  , 𝜎𝜎3: =

(1 + 𝜆𝜆) 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉
1 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉  , 

 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =   
2 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1)  𝜆𝜆

𝛾𝛾
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)  ∫
(𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)

𝛾𝛾
𝑘𝑘−1

2  (𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉)
𝛿𝛿1
𝑘𝑘 −1

2

(𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)
𝛾𝛾+𝛿𝛿1 𝑘𝑘⁄

 

𝜋𝜋 2⁄

0
 

×  𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥₁, 𝑦𝑦𝑦𝑦₂, 𝑧𝑧𝑧𝑧₃)  𝑑𝑑𝑑𝑑                                               (3.11) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0;  𝜆𝜆 > −1)  

𝜎𝜎1: = 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉
(𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)2 , 𝜎𝜎2: = 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉

𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉  , 𝜎𝜎3: = 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉
𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉  . 

Where,  𝑝𝑝𝑋𝑋4,𝑘𝑘  is the p-k generalization of the Exton hypergeometric function as follow:  

 𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛼𝛼, 𝛽𝛽; 𝑣𝑣₁, 𝑣𝑣₂, 𝑣𝑣₃; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  = ∑
 𝑝𝑝(𝛼𝛼)2𝑚𝑚+𝑛𝑛+𝑠𝑠,𝑘𝑘   𝑝𝑝(𝛽𝛽)𝑛𝑛+𝑠𝑠,𝑘𝑘  

   𝑝𝑝(𝑣𝑣1)𝑚𝑚,𝑘𝑘     𝑝𝑝(𝑣𝑣2)𝑛𝑛,𝑘𝑘     𝑝𝑝(𝑣𝑣3)𝑠𝑠,𝑘𝑘  

𝑥𝑥𝑚𝑚

𝑚𝑚!
𝑦𝑦𝑛𝑛

𝑛𝑛!
𝑧𝑧𝑠𝑠

𝑠𝑠!

∞

𝑚𝑚,𝑛𝑛,𝑠𝑠=0
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 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)
(𝑏𝑏 − 𝑐𝑐)

𝛾𝛾
𝑘𝑘 (𝑎𝑎 − 𝑐𝑐)

𝛿𝛿1
𝑘𝑘

(𝑏𝑏 − 𝑎𝑎)
𝛾𝛾+𝛿𝛿1−1

𝑘𝑘
  

× ∫(𝑏𝑏 − 𝜉𝜉)
𝛿𝛿1
𝑘𝑘 −1  (𝜉𝜉 − 𝑎𝑎)

𝛾𝛾
𝑘𝑘−1  (𝜉𝜉 − 𝑐𝑐)

−𝛾𝛾−𝛿𝛿1
𝑘𝑘

𝑏𝑏

𝑎𝑎
 𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥₁, 𝑦𝑦𝑦𝑦₂, 𝑧𝑧𝑧𝑧₃)  𝑑𝑑𝑑𝑑  

  (min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0 ;  𝑐𝑐 < 𝑎𝑎 < 𝑏𝑏)                                                        (3.8) 

𝜎𝜎1: =
(𝑎𝑎 − 𝑐𝑐) (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) (𝑏𝑏 − 𝜉𝜉) 

(𝑏𝑏 − 𝑎𝑎)2 (𝜉𝜉 − 𝑐𝑐)2 , 𝜎𝜎2: =
(𝑎𝑎 − 𝑐𝑐) (𝑏𝑏 − 𝜉𝜉) 
(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) , 𝜎𝜎3: =

(𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 
(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐)  , 

 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
2 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1) ∫ (𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)
𝛾𝛾
𝑘𝑘−1

2  (𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉)
𝛿𝛿1
𝑘𝑘 −1

2 

𝜋𝜋 2⁄

0
  

×  𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥₁, 𝑦𝑦𝑦𝑦₂, 𝑧𝑧𝑧𝑧₃)  𝑑𝑑𝑑𝑑                                                 (3.9) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0) 

𝜎𝜎1: = 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 , 𝜎𝜎2: = 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉  , 𝜎𝜎3: = 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉 , 

 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =   
2 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1)  (1 + 𝜆𝜆)

𝛾𝛾
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)   ∫
(𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)

𝛾𝛾
𝑘𝑘−1

2  (𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉)
𝛿𝛿1
𝑘𝑘 −1

2

(1 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)
𝛾𝛾+𝛿𝛿1 𝑘𝑘⁄

 

𝜋𝜋 2⁄

0
 

×  𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥₁, 𝑦𝑦𝑦𝑦₂, 𝑧𝑧𝑧𝑧₃)  𝑑𝑑𝑑𝑑                                               (3.10) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0;  𝜆𝜆 > −1)  

𝜎𝜎1: =
(1 + 𝜆𝜆) 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉

(1 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)2 , 𝜎𝜎2: = 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉
1 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉  , 𝜎𝜎3: =

(1 + 𝜆𝜆) 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉
1 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉  , 

 𝑝𝑝𝐻𝐻𝐵𝐵,𝑘𝑘 (𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =   
2 𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1)  𝜆𝜆

𝛾𝛾
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)  ∫
(𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)

𝛾𝛾
𝑘𝑘−1

2  (𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉)
𝛿𝛿1
𝑘𝑘 −1

2

(𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)
𝛾𝛾+𝛿𝛿1 𝑘𝑘⁄

 

𝜋𝜋 2⁄

0
 

×  𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛾𝛾 + 𝛿𝛿1,  𝛿𝛿2; 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 ; 𝑥𝑥𝑥𝑥₁, 𝑦𝑦𝑦𝑦₂, 𝑧𝑧𝑧𝑧₃)  𝑑𝑑𝑑𝑑                                               (3.11) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0;  𝜆𝜆 > −1)  

𝜎𝜎1: = 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉
(𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)2 , 𝜎𝜎2: = 𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉

𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉  , 𝜎𝜎3: = 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉
𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉 + 𝜆𝜆 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉  . 

Where,  𝑝𝑝𝑋𝑋4,𝑘𝑘  is the p-k generalization of the Exton hypergeometric function as follow:  

 𝑝𝑝𝑋𝑋4,𝑘𝑘 (𝛼𝛼, 𝛽𝛽; 𝑣𝑣₁, 𝑣𝑣₂, 𝑣𝑣₃; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  = ∑
 𝑝𝑝(𝛼𝛼)2𝑚𝑚+𝑛𝑛+𝑠𝑠,𝑘𝑘   𝑝𝑝(𝛽𝛽)𝑛𝑛+𝑠𝑠,𝑘𝑘  

   𝑝𝑝(𝑣𝑣1)𝑚𝑚,𝑘𝑘     𝑝𝑝(𝑣𝑣2)𝑛𝑛,𝑘𝑘     𝑝𝑝(𝑣𝑣3)𝑠𝑠,𝑘𝑘  

𝑥𝑥𝑚𝑚

𝑚𝑚!
𝑦𝑦𝑛𝑛

𝑛𝑛!
𝑧𝑧𝑠𝑠

𝑠𝑠!

∞

𝑚𝑚,𝑛𝑛,𝑠𝑠=0
 

Proof. The proof of Theorem 2 is similar to the proof of Theorem 1. The details are omitted.  

Theorem 3.   𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘 𝑝𝑝 − 𝑘𝑘 Srivastava hypergeometric function has the following integral 
representations. 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾 − 𝛿𝛿1)   

× ∫ ∫ 𝜉𝜉
𝛾𝛾
𝑘𝑘−1  𝜂𝜂

𝛿𝛿1
𝑘𝑘 −1   (1 − 𝜉𝜉)

𝑣𝑣−𝛾𝛾
𝑘𝑘 −1 (1 − 𝜂𝜂)

𝑣𝑣−𝛾𝛾−𝛿𝛿1
𝑘𝑘 −1 (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)

𝛿𝛿2−𝛿𝛿1
𝑘𝑘    

1

0

1

0
 

   
   

×  (1 − 𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑝𝑝2𝑥𝑥𝑥𝑥𝜉𝜉2)
−𝛿𝛿2

𝑘𝑘 𝑑𝑑𝑑𝑑                               (3.12) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1), ℝ(𝑣𝑣 − 𝛾𝛾−𝛿𝛿1)} > 0) , 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾)   

× ∫ 𝜉𝜉
𝛾𝛾
𝑘𝑘−1  𝜂𝜂

𝛿𝛿1
𝑘𝑘 −1   (1 − 𝜉𝜉)

𝑣𝑣−𝛾𝛾
𝑘𝑘 −1(1 − 𝜂𝜂)

𝑣𝑣−𝛾𝛾−𝛿𝛿1
𝑘𝑘 −1 

1

0
 

   
× (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)

𝛿𝛿2−𝛿𝛿1
𝑘𝑘 (1 − 𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑝𝑝2𝑥𝑥𝑥𝑥𝜉𝜉2)

−𝛿𝛿2
𝑘𝑘 𝑑𝑑𝑑𝑑          (3.13) 

(ℝ(𝑣𝑣) > ℝ(𝛾𝛾) > 0) , 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  

𝑘𝑘2  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿1)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛿𝛿2)   

× ∫ ∫ 𝜉𝜉
𝛾𝛾
𝑘𝑘−1  𝜂𝜂

𝛾𝛾+𝛿𝛿1
𝑘𝑘 −1   (1 − 𝜉𝜉)

𝛿𝛿1
𝑘𝑘 −1 (1 − 𝜂𝜂)

𝛿𝛿2
𝑘𝑘 −1 (1 − 𝑝𝑝𝑝𝑝𝑝𝑝)

𝛿𝛿2−𝛿𝛿1
𝑘𝑘    

1

0

1

0
 

   ×  𝑝𝑝 𝐹𝐹 𝑘𝑘 (𝛾𝛾+𝛿𝛿1+𝛿𝛿2
2 , 𝛾𝛾+𝛿𝛿1+𝛿𝛿2+1

2 ; 𝑣𝑣;  Ξ ( 𝜉𝜉, 𝜂𝜂 ; x, y, z )) 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑                         (3.14) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1), ℝ(𝛿𝛿2)} > 0)  

Ξ ( 𝜉𝜉, 𝜂𝜂 ; x, y, z ): = 4𝜂𝜂 [𝑝𝑝𝑝𝑝𝑝𝑝 (1 − 𝜉𝜉)𝜂𝜂 + 𝑝𝑝𝑝𝑝 (1 − 𝜉𝜉) (1 − 𝜂𝜂) + 𝑝𝑝𝑝𝑝𝑝𝑝 (1 − 𝜂𝜂)] , 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  (1 + 𝜆𝜆)

𝛾𝛾
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾)  ∫ 𝜉𝜉
𝛾𝛾
𝑘𝑘−1  (1 − 𝜉𝜉)

𝑣𝑣−𝛾𝛾
𝑘𝑘 −1  

1

0
 

×   (1 + 𝜆𝜆𝜉𝜉)
𝛿𝛿1+ 𝛿𝛿2−𝑣𝑣 

𝑘𝑘  𝑝𝑝𝐹𝐹𝑘𝑘 (𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 − 𝛾𝛾; 𝑦𝑦  (1+𝜆𝜆𝜆𝜆)  (1−𝜉𝜉)
[1+𝜆𝜆𝜆𝜆−(1+𝜆𝜆)𝑝𝑝𝑝𝑝𝑝𝑝]  [1+𝜆𝜆𝜆𝜆−(1+𝜆𝜆)𝑝𝑝𝑝𝑝𝑝𝑝]) 𝑑𝑑𝑑𝑑           (3.15) 

(ℝ(𝑣𝑣) > ℝ(𝛾𝛾) > 0 , 𝜆𝜆 > −1) , 
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 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾)
(𝑏𝑏 − 𝑐𝑐)

𝛾𝛾
𝑘𝑘 (𝑎𝑎 − 𝑐𝑐)

𝑣𝑣−𝛾𝛾
𝑘𝑘

(𝑏𝑏 − 𝑎𝑎)
𝑣𝑣+𝛿𝛿1−𝛿𝛿2

𝑘𝑘 −1
  

× ∫(𝑏𝑏 − 𝜉𝜉)
𝑣𝑣−𝛾𝛾

𝑘𝑘 −1  (𝜉𝜉 − 𝑎𝑎)
𝛾𝛾
𝑘𝑘−1  (𝜉𝜉 − 𝑐𝑐)

𝛿𝛿1+𝛿𝛿2−𝑣𝑣
𝑘𝑘

𝑏𝑏

𝑎𝑎
 [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) −  (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑥𝑥]−𝛿𝛿1

𝑘𝑘  

× [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑧𝑧]−𝛿𝛿2
𝑘𝑘   𝑝𝑝 𝐹𝐹𝑘𝑘(𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 − 𝛾𝛾; 𝑦𝑦𝜎𝜎) 𝑑𝑑𝑑𝑑                         (3.16) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0 ;  𝑐𝑐 < 𝑎𝑎 < 𝑏𝑏)  

𝜎𝜎: =
(𝑏𝑏 − 𝑎𝑎) (𝑎𝑎 − 𝑐𝑐) (𝜉𝜉 − 𝑐𝑐) (𝑏𝑏 − 𝜉𝜉)

[(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝] [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝]  , 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  (1 + 𝜆𝜆)

𝛾𝛾
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾)  ∫ 𝜉𝜉
𝛾𝛾
𝑘𝑘−1 (1 + 𝜉𝜉)

𝛿𝛿1+ 𝛿𝛿2−𝑣𝑣 
𝑘𝑘    

∞

0
 

×   (1 + 𝜉𝜉 − 𝑥𝑥𝑥𝑥)−𝛿𝛿1
𝑘𝑘 (1 + 𝜉𝜉 − 𝑧𝑧𝑧𝑧)−𝛿𝛿2

𝑘𝑘  𝑝𝑝 𝐹𝐹 𝑘𝑘(𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 − 𝛾𝛾; 𝑦𝑦𝑦𝑦) 𝑑𝑑𝑑𝑑               (3.17) 

(ℝ(𝑣𝑣) > ℝ(𝛾𝛾) > 0 )   

𝜎𝜎: = 1 + 𝜉𝜉
(1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝𝜉𝜉) (1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝𝜉𝜉)  , 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
2 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾) ∫ (𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)
𝛾𝛾
𝑘𝑘−1

2  (𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉)
𝑣𝑣−𝛾𝛾

𝑘𝑘 −1
2 

𝜋𝜋 2⁄

0
   

×  
  

(1 − 𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)
−𝛿𝛿1

𝑘𝑘 (1 − 𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)−𝛿𝛿2
𝑘𝑘   𝑝𝑝 𝐹𝐹 𝑘𝑘(𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 − 𝛾𝛾; 𝑦𝑦𝑦𝑦) 𝑑𝑑𝑑𝑑          (3.18) 

(ℝ(𝑣𝑣) > ℝ(𝛾𝛾) > 0 )   

𝜎𝜎: = 𝑐𝑐𝑐𝑐𝑐𝑐2𝜉𝜉
(1 − 𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠2𝜉𝜉) (1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠2𝜉𝜉)  . 

Here,  𝑝𝑝 𝐹𝐹 𝑘𝑘 is the 𝑝𝑝 −  𝑘𝑘 Gauss hypergeometric function (2.11). 

Proof. The proof of Theorem 3 is similar to the proof of Theorem 1. The details are omitted.  

 

4.RECURRENCE RELATİONS FOR  𝒑𝒑𝑯𝑯 𝑨𝑨,𝒌𝒌  

Theorem 4. Some iteration formulas of  𝑝𝑝𝐻𝐻 𝐴𝐴,𝑘𝑘 Srivastava hypergeometric functions [3 − 5, 
15] are as follows. 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] =  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘[ 𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]         (4.1) 
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 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾)
(𝑏𝑏 − 𝑐𝑐)

𝛾𝛾
𝑘𝑘 (𝑎𝑎 − 𝑐𝑐)

𝑣𝑣−𝛾𝛾
𝑘𝑘

(𝑏𝑏 − 𝑎𝑎)
𝑣𝑣+𝛿𝛿1−𝛿𝛿2

𝑘𝑘 −1
  

× ∫(𝑏𝑏 − 𝜉𝜉)
𝑣𝑣−𝛾𝛾

𝑘𝑘 −1  (𝜉𝜉 − 𝑎𝑎)
𝛾𝛾
𝑘𝑘−1  (𝜉𝜉 − 𝑐𝑐)

𝛿𝛿1+𝛿𝛿2−𝑣𝑣
𝑘𝑘

𝑏𝑏

𝑎𝑎
 [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) −  (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑥𝑥]−𝛿𝛿1

𝑘𝑘  

× [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑧𝑧]−𝛿𝛿2
𝑘𝑘   𝑝𝑝 𝐹𝐹𝑘𝑘(𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 − 𝛾𝛾; 𝑦𝑦𝜎𝜎) 𝑑𝑑𝑑𝑑                         (3.16) 

(min
 

{ℝ(𝛾𝛾), ℝ(𝛿𝛿1)} > 0 ;  𝑐𝑐 < 𝑎𝑎 < 𝑏𝑏)  

𝜎𝜎: =
(𝑏𝑏 − 𝑎𝑎) (𝑎𝑎 − 𝑐𝑐) (𝜉𝜉 − 𝑐𝑐) (𝑏𝑏 − 𝜉𝜉)

[(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝] [(𝑏𝑏 − 𝑎𝑎) (𝜉𝜉 − 𝑐𝑐) − (𝑏𝑏 − 𝑐𝑐) (𝜉𝜉 − 𝑎𝑎) 𝑝𝑝𝑝𝑝]  , 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  (1 + 𝜆𝜆)

𝛾𝛾
𝑘𝑘

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾)  ∫ 𝜉𝜉
𝛾𝛾
𝑘𝑘−1 (1 + 𝜉𝜉)

𝛿𝛿1+ 𝛿𝛿2−𝑣𝑣 
𝑘𝑘    

∞

0
 

×   (1 + 𝜉𝜉 − 𝑥𝑥𝑥𝑥)−𝛿𝛿1
𝑘𝑘 (1 + 𝜉𝜉 − 𝑧𝑧𝑧𝑧)−𝛿𝛿2

𝑘𝑘  𝑝𝑝 𝐹𝐹 𝑘𝑘(𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 − 𝛾𝛾; 𝑦𝑦𝑦𝑦) 𝑑𝑑𝑑𝑑               (3.17) 

(ℝ(𝑣𝑣) > ℝ(𝛾𝛾) > 0 )   

𝜎𝜎: = 1 + 𝜉𝜉
(1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝𝜉𝜉) (1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝𝜉𝜉)  , 

 𝑝𝑝𝐻𝐻𝐶𝐶,𝑘𝑘(𝛾𝛾, 𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣; 𝑥𝑥, 𝑦𝑦, 𝑧𝑧) =
2 𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣)  

𝑘𝑘  𝑝𝑝𝛤𝛤𝑘𝑘 (𝛾𝛾)  𝑝𝑝𝛤𝛤𝑘𝑘 (𝑣𝑣 − 𝛾𝛾) ∫ (𝑠𝑠𝑠𝑠𝑠𝑠2 𝜉𝜉)
𝛾𝛾
𝑘𝑘−1

2  (𝑐𝑐𝑐𝑐𝑐𝑐2 𝜉𝜉)
𝑣𝑣−𝛾𝛾

𝑘𝑘 −1
2 

𝜋𝜋 2⁄

0
   

×  
  

(1 − 𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)
−𝛿𝛿1

𝑘𝑘 (1 − 𝑝𝑝𝑝𝑝 sin2 𝜉𝜉)−𝛿𝛿2
𝑘𝑘   𝑝𝑝 𝐹𝐹 𝑘𝑘(𝛿𝛿1, 𝛿𝛿2; 𝑣𝑣 − 𝛾𝛾; 𝑦𝑦𝑦𝑦) 𝑑𝑑𝑑𝑑          (3.18) 

(ℝ(𝑣𝑣) > ℝ(𝛾𝛾) > 0 )   

𝜎𝜎: = 𝑐𝑐𝑐𝑐𝑐𝑐2𝜉𝜉
(1 − 𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠2𝜉𝜉) (1 + 𝜉𝜉 − 𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠2𝜉𝜉)  . 

Here,  𝑝𝑝 𝐹𝐹 𝑘𝑘 is the 𝑝𝑝 −  𝑘𝑘 Gauss hypergeometric function (2.11). 

Proof. The proof of Theorem 3 is similar to the proof of Theorem 1. The details are omitted.  

 

4.RECURRENCE RELATİONS FOR  𝒑𝒑𝑯𝑯 𝑨𝑨,𝒌𝒌  

Theorem 4. Some iteration formulas of  𝑝𝑝𝐻𝐻 𝐴𝐴,𝑘𝑘 Srivastava hypergeometric functions [3 − 5, 
15] are as follows. 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] =  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘[ 𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]         (4.1) 

+  𝛿𝛿1
𝑣𝑣1

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1 + 𝑘𝑘,  𝛿𝛿2 ;  𝑣𝑣1 + 𝑘𝑘, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 

+  𝛿𝛿2
𝑣𝑣2

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1,  𝛿𝛿2 + 𝑘𝑘 ;  𝑣𝑣1, 𝑣𝑣2 + 𝑘𝑘;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 − 𝑘𝑘𝑘𝑘,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] =  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘[ 𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]         (4.2) 

−  𝛿𝛿1
𝑣𝑣1

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 − 𝑘𝑘𝑘𝑘,  𝛿𝛿1 + 𝑘𝑘,  𝛿𝛿2 ;  𝑣𝑣1 + 𝑘𝑘, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛−1

𝑚𝑚=0
 

−  𝛿𝛿2
𝑣𝑣2

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 − 𝑘𝑘𝑘𝑘,  𝛿𝛿1,  𝛿𝛿2 + 𝑘𝑘 ;  𝑣𝑣1, 𝑣𝑣2 + 𝑘𝑘;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛−1

𝑚𝑚=0
 , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾,  𝛿𝛿1 + 𝑘𝑘𝑘𝑘,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] =  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘[ 𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]         (4.3) 

+ 𝛾𝛾
𝑣𝑣1

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘,  𝛿𝛿1 + 𝑘𝑘𝑘𝑘,  𝛿𝛿2 ;  𝑣𝑣1 + 𝑘𝑘, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 

+  𝛿𝛿2
𝑣𝑣2

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾,  𝛿𝛿1 + 𝑘𝑘𝑘𝑘,  𝛿𝛿2 + 𝑘𝑘 ; 𝑣𝑣1, 𝑣𝑣2 + 𝑘𝑘;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 , 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾,  𝛿𝛿1 − 𝑘𝑘𝑘𝑘,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] =  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘[ 𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]         (4.4) 

− 𝛾𝛾
𝑣𝑣1

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘,  𝛿𝛿1 − 𝑘𝑘𝑘𝑘,  𝛿𝛿2 ;  𝑣𝑣1 + 𝑘𝑘, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛−1

𝑚𝑚=0
 

−  𝛿𝛿2
𝑣𝑣2

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾,  𝛿𝛿1 − 𝑘𝑘𝑘𝑘,  𝛿𝛿2 + 𝑘𝑘 ; 𝑣𝑣1, 𝑣𝑣2 + 𝑘𝑘;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛−1

𝑚𝑚=0
 , 

Proof. 

𝐻𝐻𝐴𝐴  [𝛾𝛾 + 𝑛𝑛,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] = 𝐻𝐻𝐴𝐴[ 𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] 

+  𝛿𝛿1
𝑣𝑣1

𝑥𝑥 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑚𝑚,  𝛿𝛿1 + 1,  𝛿𝛿2 ;  𝑣𝑣1 + 1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 

+  𝛿𝛿2
𝑣𝑣2

𝑧𝑧 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑚𝑚,  𝛿𝛿1,  𝛿𝛿2 + 1 ; 𝑣𝑣1, 𝑣𝑣2 + 1;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
  

If  𝛾𝛾 = 𝛾𝛾 + 𝑘𝑘𝑘𝑘 is used in the equation and the necessary adjustments are made, 

 𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1,  𝛿𝛿2 ;  𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] 

= 𝐻𝐻𝐴𝐴   [𝛾𝛾
𝑘𝑘 + 𝑛𝑛,  𝛿𝛿1

𝑘𝑘 ,  𝛿𝛿2
𝑘𝑘  ;  𝑣𝑣1

𝑘𝑘 , 𝑣𝑣2 
𝑘𝑘 ;  𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝] 
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= 𝐻𝐻𝐴𝐴  [𝛾𝛾
𝑘𝑘 ,  𝛿𝛿1

𝑘𝑘 ,  𝛿𝛿2
𝑘𝑘  ;  𝑣𝑣1

𝑘𝑘 , 𝑣𝑣2 
𝑘𝑘 ;  𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝] 

+
 𝛿𝛿1
𝑘𝑘
𝑣𝑣1
𝑘𝑘

𝑝𝑝𝑝𝑝 ∑ 𝐻𝐻𝐴𝐴 [𝛾𝛾
𝑘𝑘 + 𝑚𝑚,  𝛿𝛿1

𝑘𝑘 + 1,  𝛿𝛿2
𝑘𝑘  ; 𝑣𝑣1

𝑘𝑘 + 1, 𝑣𝑣2 
𝑘𝑘 ;  𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝]

𝑛𝑛

𝑚𝑚=1
  

+
 𝛿𝛿2
𝑘𝑘
𝑣𝑣2
𝑘𝑘

𝑝𝑝𝑝𝑝 ∑ 𝐻𝐻𝐴𝐴 [𝛾𝛾
𝑘𝑘 + 𝑚𝑚,  𝛿𝛿1

𝑘𝑘 ,  𝛿𝛿2
𝑘𝑘 + 1 ;  𝑣𝑣1

𝑘𝑘 , 𝑣𝑣2 
𝑘𝑘 + 1;  𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝]

𝑛𝑛

𝑚𝑚=1
  

=  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘[ 𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] 

+  𝛿𝛿1
𝑣𝑣1

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1 + 𝑘𝑘,  𝛿𝛿2 ;  𝑣𝑣1 + 𝑘𝑘, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 

+  𝛿𝛿2
𝑣𝑣2

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1,  𝛿𝛿2 + 𝑘𝑘 ; 𝑣𝑣1, 𝑣𝑣2 + 𝑘𝑘;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 

is obtained, which completes the (4.1) proof. Likewise, (4.2)-(4.4) proof of other recursion 
formulas can be shown in a similar way. 
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= 𝐻𝐻𝐴𝐴  [𝛾𝛾
𝑘𝑘 ,  𝛿𝛿1

𝑘𝑘 ,  𝛿𝛿2
𝑘𝑘  ;  𝑣𝑣1

𝑘𝑘 , 𝑣𝑣2 
𝑘𝑘 ;  𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝] 

+
 𝛿𝛿1
𝑘𝑘
𝑣𝑣1
𝑘𝑘

𝑝𝑝𝑝𝑝 ∑ 𝐻𝐻𝐴𝐴 [𝛾𝛾
𝑘𝑘 + 𝑚𝑚,  𝛿𝛿1

𝑘𝑘 + 1,  𝛿𝛿2
𝑘𝑘  ; 𝑣𝑣1

𝑘𝑘 + 1, 𝑣𝑣2 
𝑘𝑘 ;  𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝]

𝑛𝑛

𝑚𝑚=1
  

+
 𝛿𝛿2
𝑘𝑘
𝑣𝑣2
𝑘𝑘

𝑝𝑝𝑝𝑝 ∑ 𝐻𝐻𝐴𝐴 [𝛾𝛾
𝑘𝑘 + 𝑚𝑚,  𝛿𝛿1

𝑘𝑘 ,  𝛿𝛿2
𝑘𝑘 + 1 ;  𝑣𝑣1

𝑘𝑘 , 𝑣𝑣2 
𝑘𝑘 + 1;  𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝, 𝑝𝑝𝑝𝑝]

𝑛𝑛

𝑚𝑚=1
  

=  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘[ 𝛾𝛾,  𝛿𝛿1,  𝛿𝛿2 ; 𝑣𝑣1, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧] 

+  𝛿𝛿1
𝑣𝑣1

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1 + 𝑘𝑘,  𝛿𝛿2 ;  𝑣𝑣1 + 𝑘𝑘, 𝑣𝑣2 ;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 

+  𝛿𝛿2
𝑣𝑣2

𝑝𝑝𝑝𝑝 ∑  𝑝𝑝𝐻𝐻𝐴𝐴,𝑘𝑘  [𝛾𝛾 + 𝑘𝑘𝑘𝑘,  𝛿𝛿1,  𝛿𝛿2 + 𝑘𝑘 ; 𝑣𝑣1, 𝑣𝑣2 + 𝑘𝑘;  𝑥𝑥, 𝑦𝑦, 𝑧𝑧]
𝑛𝑛

𝑚𝑚=1
 

is obtained, which completes the (4.1) proof. Likewise, (4.2)-(4.4) proof of other recursion 
formulas can be shown in a similar way. 
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This study aims to estimate integral majorization inequalities by taking third-
differentiable convex functions. By using Hölder, Power-mean and Jensen inequalities, we 
derive some new relations involving integral majorization. Additionally, our study explores 
various applications in information theory, including estimations for the Csiszár and Kullback–
Leibler divergences, Shannon entropy, and Jeffrey’s distance. 

 
Keywords: Convex function; Majorization inequality; Hölder's inequality; Power-mean 
inequality; Jensen's inequality; Information theory. 
 

1. INTRODUCTION 

 
Inequalities play a fundamental role in mathematics and its many applications, such as 
probability, statistics, optimization, mathematics finance, physics, and other applied sciences. 
Convex functions are very important in the study of mathematical inequality and in solving 
optimization theory problems. Many well-known inequalities are direct consequences of these 
functions. Convex functions and their generalizations have various applications in pure and 
applied science, see [1-10]. Owing to these applications, it is currently the most attractive 
research area. The class of convex functions is well known in the literature and is typically 
defined as follows: 
 
Definition 1.1. Let J be an interval in ℝ. A function f ∶  J →  ℝ, is said to be convex on J, if the 
following inequality holds true 
 

f(t𝜉𝜉1 + (1 − t)ξ2) ≤ tf(𝜉𝜉1) + (1 − t)f(ξ2).                                              (1. 1) 

This concept is closely related to many known inequalities, such as Jensen inequality, Hölder 
inequality, Hermite−Hadamard inequality, etc. A statement of Jensen's inequality is given 
below. 
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1. INTRODUCTION 

 
Inequalities play a fundamental role in mathematics and its many applications, such as 
probability, statistics, optimization, mathematics finance, physics, and other applied sciences. 
Convex functions are very important in the study of mathematical inequality and in solving 
optimization theory problems. Many well-known inequalities are direct consequences of these 
functions. Convex functions and their generalizations have various applications in pure and 
applied science, see [1-10]. Owing to these applications, it is currently the most attractive 
research area. The class of convex functions is well known in the literature and is typically 
defined as follows: 
 
Definition 1.1. Let J be an interval in ℝ. A function f ∶  J →  ℝ, is said to be convex on J, if the 
following inequality holds true 
 

f(t𝜉𝜉1 + (1 − t)ξ2) ≤ tf(𝜉𝜉1) + (1 − t)f(ξ2).                                              (1. 1) 

This concept is closely related to many known inequalities, such as Jensen inequality, Hölder 
inequality, Hermite−Hadamard inequality, etc. A statement of Jensen's inequality is given 
below. 

Theorem 1.1. Let ϕ: [ν1, ν2] → R be a convex function. Assume that p, q: [μ1, μ2] → [ν1, ν2] 
be integrable function, q a nonnegative function with q∗ ∶= ∫ q(t)dtμ2

μ1
≠ 0, and ϕ ∘ p is an 

integrable function, then 

ϕ ( 1
q∗ ∫ p(t)q(t)dt

μ2

μ1
) ≤  1

q∗ ∫ q(t)ϕ(p(t))dt
μ2

μ1
.                                 (1.2) 

If the function ϕ is concave, then the inequality is in the opposite direction. Jensen inequality 
is the source of Hölder inequality and Hermite-Hadamard inequality as well. Hölder inequality 
is given as follows. 

 
Theorem 1.2. Let p, q: [μ1, μ2] ⟶ [ν1, ν2] be two integrable functions and r > 1, 1

r + 1
s = 1, 

then 

∫ |p(x)q(x)|dx
μ2

μ1
≤ (∫ |p(x)|r

μ2

μ1
dx)

1
r

(∫ |q(x)|s
μ2

μ1
dx)

1
s

.                         (1. 3) 

The theory of majorization is a versatile and potent tool that can be utilized to solve a diverse 
array of mathematical problems [11-17]. To provide the most comprehensive definition of 
majorization, we will now proceed. 

Definition 1.2. [10] Let p, q: [μ1, μ2] ⟶ ℝ are integrable real value functions. The function 
q(x) majorize p(x), q(x) ≻ p(x), for x ∈ [μ1, μ2], if  
 

∫ p(x)dx
𝛕𝛕

μ1
≤ ∫ q(x)dx

𝛕𝛕

μ1
,      for  τ ∈ [μ1, μ2], 

and  

∫ p(x)dx
μ2

μ1
= ∫ q(x)dx

μ2

μ1
. 

 
Theorem 1.3. [10] Let p, q: [μ1, μ2] ⟶ [ν1, ν2] be decreasing functions such that q(𝛕𝛕) ≻ p(𝛕𝛕), 
for 𝛕𝛕 ∈ [μ1, μ2], and Φ is a convex function on [ν1, ν2], then  
 

∫ Φ(p(x))dx
μ2

μ1
≤ ∫ Φ(q(x))dx

μ2

μ1
. 

 
Theorem 1.4. [18] Let ω, p, q be positive functions on [μ1, μ2]. Suppose Φ is a convex function 
on [0, +∞), and that 

∫ ω(x)p(x)dx
𝛕𝛕

μ1
≤ ∫ ω(x)q(x)dx

𝛕𝛕

μ1
,      for  τ ∈ [μ1, μ2], 

and  

∫ ω(x)p(x)dx
μ2

μ1
= ∫ ω(x)q(x)dx

μ2

μ1
. 

 
i. If p(x) is a decreasing function on [μ1, μ2], then  

∫ ω(x)Φ(p(x))dx
μ2

μ1
≤ ∫ ω(x)Φ(q(x))dx

μ2

μ1
. 

 
ii. If q(x) is an increasing function on [μ1, μ2], then  
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∫ ω(x)Φ(q(x))dx
μ2

μ1
≤ ∫ ω(x)Φ(p(x))dx

μ2

μ1
. 

 
Our remaining paper is organised as follows: In Section 2, we present a crucial lemma, which 
provides estimates for the majorization difference by applying well-known Hölder, Power-
mean, and Jensen type inequalities. In Section 3, we deduce some applications in information 
theory for suitable choices of functions from our main results. In Section 4, the conclusions and 
recommendations for further studies are given. 

2. MAIN RESULTS 

The goal of this section is to find estimates for majorization differences by considering third-
differentiable functions and applying the notion of convexity, and some known inequalities. 

We start by giving a following lemma. 

Lemma 2.1. Let ϕ: [ν1, ν2] ⟶ ℝ be a third differentiable function, such that ϕ′′′ is integrable, 
and p, q: [μ1, μ2] ⟶ [ν1, ν2], ω: [μ1, μ2] ⟶ [ 0, +∞) are integrable functions, then 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

= 1
2 ∫ ω(x)[q(x) − p(x)]3 ∫ t2ϕ′′′ (tq(x) + (1 − t)p(x))dtdx

1

0

μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Proof. Assume that p(x) ≠  q(x) for all x ∈ [μ1, μ2]. Utilizing twice integration by parts, we 
have 

∫ t2ϕ′′′ (tq(x) + (1 − t)p(x))dt
1

0

= 1
q(x) − p(x) ϕ′′(q(x)) − 2

[q(x) − p(x)]2 ϕ′(q(x))

+ 2
[q(x) − p(x)]3 ϕ(q(x) − p(x)). 

So,  
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∫ ω(x)Φ(q(x))dx
μ2

μ1
≤ ∫ ω(x)Φ(p(x))dx

μ2

μ1
. 
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and p, q: [μ1, μ2] ⟶ [ν1, ν2], ω: [μ1, μ2] ⟶ [ 0, +∞) are integrable functions, then 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

= 1
2 ∫ ω(x)[q(x) − p(x)]3 ∫ t2ϕ′′′ (tq(x) + (1 − t)p(x))dtdx

1

0

μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Proof. Assume that p(x) ≠  q(x) for all x ∈ [μ1, μ2]. Utilizing twice integration by parts, we 
have 

∫ t2ϕ′′′ (tq(x) + (1 − t)p(x))dt
1

0

= 1
q(x) − p(x) ϕ′′(q(x)) − 2

[q(x) − p(x)]2 ϕ′(q(x))

+ 2
[q(x) − p(x)]3 ϕ(q(x) − p(x)). 

So,  

∫ ω(x)[q(x) − p(x)]3 ∫ t2ϕ′′′ (tq(x) + (1 − t)p(x))dtdx
1

0

μ2

μ1

= ∫ ω(x)[q(x) − p(x)]3 [ 1
q(x) − p(x) ϕ′′(q(x)) − 2

[q(x) − p(x)]2 ϕ′(q(x))
μ2

μ1

+ 3
[q(x) − p(x)]3 ϕ(q(x) − p(x))] dx

= ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))
μ2

μ1
dx

− 2 ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx + 2 ∫ ω(x)[ϕ(q(x)) − ϕ(p(x))]dx

μ2

μ1
. 

The proof of  Lemma 2.1 is completed.                                                                                                                     ■ 

Theorem 2.1.  Let ϕ: [ν1, ν2] ⟶ ℝ  be a third differentiable function, such that ϕ′′′  is 
integrable and |ϕ′′′|r  is convex, for r > 1.  Assume that p, q: [μ1, μ2] ⟶ [ν1, ν2] , 
ω: [μ1, μ2] ⟶ [ 0, +∞) are integrable functions. Then 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3 (

(2r + 1)|ϕ′′′(q(x))|r + |ϕ′′′(p(x))|r

(2r + 1)(2r + 2) )
1/r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Proof.  Since ϕ(x) ≤ |ϕ(x)|, for all x ∈ [μ1, μ2], then from Lemma 2.1, we have 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3 ∫ t2|ϕ′′′ (tq(x) + (1 − t)p(x))|dtdx

1

0

μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

By using Hölder's inequality, we get 
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∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3 (∫ t2r|ϕ′′′ (tq(x) + (1 − t)p(x))|rdt

1

0
)

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Applying the convexity of the function |ϕ′′′|r,  we obtain  

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ (∫ t2r(t|ϕ′′′(q(x))|r + (1 − t)|ϕ′′′(p(x))|r)dt
1

0
)

1
r

dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Hence,  

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3 ∙ (

(2r + 1)|ϕ′′′(q(x))|r + |ϕ′′′(p(x))|r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx, 

which completes the proof of Theorem 2.1.                                                                                             ■ 

Corollary 2.1. Let ϕ: [ν1, ν2] ⟶ ℝ  be a third differentiable function, such that ϕ′′′  is 
integrable and |ϕ′′′|r  is convex, for r > 1.  Assume that p, q: [μ1, μ2] ⟶ [ν1, ν2] , 
ω: [μ1, μ2] ⟶ [ 0, +∞)  are integrable functions and ω∗ ∶= ∫ ω(x)dxμ2

μ1
> 0 , p̅ ∶=

1
ω∗ ∫ ω(x)p(x)dxμ2

μ1
. Then 
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∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3 (∫ t2r|ϕ′′′ (tq(x) + (1 − t)p(x))|rdt

1

0
)

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
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μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ (∫ t2r(t|ϕ′′′(q(x))|r + (1 − t)|ϕ′′′(p(x))|r)dt
1

0
)

1
r

dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Hence,  

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3 ∙ (

(2r + 1)|ϕ′′′(q(x))|r + |ϕ′′′(p(x))|r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx, 

which completes the proof of Theorem 2.1.                                                                                             ■ 

Corollary 2.1. Let ϕ: [ν1, ν2] ⟶ ℝ  be a third differentiable function, such that ϕ′′′  is 
integrable and |ϕ′′′|r  is convex, for r > 1.  Assume that p, q: [μ1, μ2] ⟶ [ν1, ν2] , 
ω: [μ1, μ2] ⟶ [ 0, +∞)  are integrable functions and ω∗ ∶= ∫ ω(x)dxμ2

μ1
> 0 , p̅ ∶=

1
ω∗ ∫ ω(x)p(x)dxμ2

μ1
. Then 

ϕ(p̅) − 1
ω∗ ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 p̅2ϕ′′(p̅) − 1

2ω∗ ϕ′′(p̅) ∫ ω(x)p2(x)dx
μ2

μ1

+ 1
2ω∗ ∫ ω(x)[p̅ − p(x)]3 (

(2r + 1)|ϕ′′′(p̅)|r + |ϕ′′′(p(x))|r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1
. 

Proof.  Taking q = p̅ in Theorem 2.1, we obtain the required result. 

Theorem 2.2. Let ϕ: [ν1, ν2] ⟶ ℝ be a third differentiable function, such that ϕ′′′ is integrable 
and |ϕ′′′|r is convex, for r > 1. Asume that p, q: [μ1, μ2] ⟶ [ν1, ν2], ω: [μ1, μ2] ⟶ [ 0, +∞) 
are integrable functions and 1s + 1

r = 1. Then 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤  1
2 ( 1

2s + 1)
1
s

∫ ω(x)[q(x) − p(x)]3 (|ϕ′′′(q(x))|r + |ϕ′′′(p(x))|r

2 )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Proof.  From the fact that ϕ(x) ≤ |ϕ(x)| and Hölder's inequality, we get 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ (∫ t2s
1

0
dt)

1/s
(∫ |ϕ′′′ (tq(x) + (1 − t)p(x))|rdt

1

0
)

1
r

dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Applying the convexity of the function |ϕ′′′|r,  we obtain  
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∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ ( 1
2s + 1)

1
s

(∫ [t|ϕ′′′(q(x))|r + (1 − t)|ϕ′′′(p(x))|r]dt
1

0
)

1
r

dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx

= 1
2 ( 1

2s + 1)
1
s

∫ ω(x)[q(x) − p(x)]3 ∙ (|ϕ′′′(q(x))|r

2 + |ϕ′′′(p(x))|r

2 )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

So, 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤  1
2 ( 1

2s + 1)
1
s

∫ ω(x)[q(x) − p(x)]3 (|ϕ′′′(q(x))|r + |ϕ′′′(p(x))|r

2 )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx, 

which completes the proof of Theorem 2.2.                                                                                             ■ 

Corollary 2.2.  Assume that the conditions of Theorem 2.2 are fulfilled. Then  

ϕ(p̅) − 1
ω∗ ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 p̅2ϕ′′(p̅) − 1

2ω∗ ϕ′′(p̅) ∫ ω(x)p2(x)dx
μ2

μ1

+ 1
2ω∗ ( 1

2s + 1)
1
s

∫ ω(x)[p̅ − p(x)]3 (
|ϕ′′′(p̅)|r + |ϕ′′′(p(x))|r

2 )

1
r

dx.
μ2

μ1
 

Proof.  Choosing q = p̅ in Theorem 2.2, we obtain the required result. 
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∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ ( 1
2s + 1)

1
s

(∫ [t|ϕ′′′(q(x))|r + (1 − t)|ϕ′′′(p(x))|r]dt
1

0
)

1
r

dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx

= 1
2 ( 1

2s + 1)
1
s

∫ ω(x)[q(x) − p(x)]3 ∙ (|ϕ′′′(q(x))|r

2 + |ϕ′′′(p(x))|r

2 )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

So, 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤  1
2 ( 1

2s + 1)
1
s

∫ ω(x)[q(x) − p(x)]3 (|ϕ′′′(q(x))|r + |ϕ′′′(p(x))|r

2 )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx, 

which completes the proof of Theorem 2.2.                                                                                             ■ 

Corollary 2.2.  Assume that the conditions of Theorem 2.2 are fulfilled. Then  

ϕ(p̅) − 1
ω∗ ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 p̅2ϕ′′(p̅) − 1

2ω∗ ϕ′′(p̅) ∫ ω(x)p2(x)dx
μ2

μ1

+ 1
2ω∗ ( 1

2s + 1)
1
s

∫ ω(x)[p̅ − p(x)]3 (
|ϕ′′′(p̅)|r + |ϕ′′′(p(x))|r

2 )

1
r

dx.
μ2

μ1
 

Proof.  Choosing q = p̅ in Theorem 2.2, we obtain the required result. 

Theorem 2.3. Let ϕ: [ν1, ν2] ⟶ ℝ be a third differentiable function, such that ϕ′′′ is integrable 
and  |ϕ′′′| is concave function. Asume that p, q: [μ1, μ2] ⟶ [ν1, ν2], ω: [μ1, μ2] ⟶ [ 0, +∞) 
are integrable functions. Then 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
6 ∫ ω(x)[q(x) − p(x)]3 |ϕ′′′ (3q(x) + p(x)

4 )| dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Proof.  From Lemma 2.1 and the property of modulus, we have     

∫ ω(x)ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3 ∫ |t2ϕ′′′ (tq(x) + (1 − t)p(x))|dtdx

1

0

μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Utilizing the Jensen's inequality, we obtain 

∫ ω(x)ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ (∫ t2dt
1

0
) |ϕ′′′  (

∫ t2[tq(x) + (1 − t)p(x)]dt1
0

∫ t2dt1
0

)| dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Computing the above integral, we get the desired result.                                                                              ■             

Corollary 2.3. Let ϕ: [ν1, ν2] ⟶ ℝ  be a third differentiable function, such that ϕ′′′  is 
integrable and  |ϕ′′′| is concave. Asume that p, q: [μ1, μ2] ⟶ [ν1, ν2], ω: [μ1, μ2] ⟶ [ 0, +∞) 
are integrable functions and ω∗ ∶= ∫ ω(x)dxμ2

μ1
> 0,  p̅ ∶= 1

ω∗ ∫ ω(x)p(x)dxμ2
μ1

. Then 
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ϕ(p̅) − 1
ω∗ ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
6ω∗ ∫ ω(x)[p̅ − p(x)]3 |ϕ′′′ (3p̅ + 𝑝𝑝(𝑥𝑥)

4 )| dx
μ2

μ1
+ 1

2 p̅2ϕ′′(p̅)

− 1
2ω∗ ϕ′′(p̅) ∫ ω(x)p2(x)dx

μ2

μ1
. 

Proof.  Taking q = p̅ in Theorem 2.3, we obtain the required result. 

Theorem 2.4. Let ϕ: [ν1, ν2] ⟶ ℝ be a third differentiable function, such that ϕ′′′ is integrable 
and |ϕ′′′|r is convex, for r > 1. Assume that p, q: [μ1, μ2] ⟶ [ν1, ν2], ω: [μ1, μ2] ⟶ [ 0, +∞) 
are integrable functions. Then 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
6 (3

4)
1/𝑟𝑟

∫ ω(x)[q(x) − p(x)]3 (3|ϕ′′′(q(x))|r + |ϕ′′′(p(x))|r

3 )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Proof.  By utilizing Power-mean inequality, we obtain 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ (∫ t2
1

0
dt)

1−1
r

(∫ t2|ϕ′′′ (tq(x) + (1 − t)p(x))|rdt
1

0
)

1
r

dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

By the convexity of the function |ϕ′′′|r,  we have 
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ϕ(p̅) − 1
ω∗ ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
6ω∗ ∫ ω(x)[p̅ − p(x)]3 |ϕ′′′ (3p̅ + 𝑝𝑝(𝑥𝑥)

4 )| dx
μ2

μ1
+ 1

2 p̅2ϕ′′(p̅)

− 1
2ω∗ ϕ′′(p̅) ∫ ω(x)p2(x)dx

μ2

μ1
. 

Proof.  Taking q = p̅ in Theorem 2.3, we obtain the required result. 

Theorem 2.4. Let ϕ: [ν1, ν2] ⟶ ℝ be a third differentiable function, such that ϕ′′′ is integrable 
and |ϕ′′′|r is convex, for r > 1. Assume that p, q: [μ1, μ2] ⟶ [ν1, ν2], ω: [μ1, μ2] ⟶ [ 0, +∞) 
are integrable functions. Then 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
6 (3

4)
1/𝑟𝑟

∫ ω(x)[q(x) − p(x)]3 (3|ϕ′′′(q(x))|r + |ϕ′′′(p(x))|r

3 )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Proof.  By utilizing Power-mean inequality, we obtain 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 ∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ (∫ t2
1

0
dt)

1−1
r

(∫ t2|ϕ′′′ (tq(x) + (1 − t)p(x))|rdt
1

0
)

1
r

dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

By the convexity of the function |ϕ′′′|r,  we have 
 

∫ ω(x) ϕ(q(x))dx
μ2

μ1
− ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
2 (1

3)
1−1

𝑟𝑟
∫ ω(x)[q(x) − p(x)]3

μ2

μ1

∙ (∫ t2[t|ϕ′′′ (q(x))|r + (1 − t)|ϕ′′′ (p(x))|r]dt
1

0
)

1
r

dx

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx

=
1
2 (3

4)
1
𝑟𝑟

∫ ω(x)[q(x) − p(x)]3 ∙ (3|ϕ′′′ (q(x))|r + |ϕ′′′ (p(x))|r

3 )

1
r

dx
μ2

μ1

− 1
2 ∫ ω(x)[q(x) − p(x)]2ϕ′′(q(x))

μ2

μ1
dx

+ ∫ ω(x)[q(x) − p(x)]ϕ′(q(x))
μ2

μ1
dx. 

Hence, the proof of Theorem 2.4 is completed.                                                                             ■ 

Corollary 2.4.  Assume that the conditions of Theorem 2.4 are fulfilled. Then 

ϕ(p̅) − 1
ω∗ ∫ ω(x)ϕ(p(x))dx

μ2

μ1

≤ 1
6ω∗ (3

4)
1
𝑟𝑟

∫ ω(x)[p̅ − p(x)]3 (3|ϕ′′′(p̅)|r + |ϕ′′′(p(x))|r

3 )

1
r

dx
μ2

μ1

+ 1
2 p̅2ϕ′′(p̅) − 1

2ω∗ ϕ′′(p̅) ∫ ω(x)p2(x)dx
μ2

μ1
. 

Proof.  Choosing q = p̅ in Theorem 2.4, we get the required result. 

3.  APPLICATIONS 

In this section, we will provide some applications of our main results in information theory. 
More precisely, estimations for Csiszár and Kullback–Leibler divergences, and Shannon 
entropy. 

Definition 3.1. Let Φ ∶ (0, +∞) ⟶ ℝ be a convex function and p, q: [μ1, μ2 ] ⟶ (0, +∞) are 
two integrable functions. Then the Csiszár divergence is defined by 

∁Φ(p, q) ∶= ∫ p(x)Φ (q(x)
p(x)) dx

μ2

μ1
.                                                  

Definition 3.2. Let p, q ∶ [μ1, μ2  ] ⟶ (0, +∞)  be two probability distributions. Then the 
Kullback–Liebler divergence is given by 
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KL(p, q) ∶= ∫ p(x)log (q(x)
p(x)) dx

μ2

μ1
.                                               

Definition 3.3. Let p ∶ [μ1, μ2  ] ⟶ (0, +∞) be a positive probability distribution. Then the 
Shannon entropy is defined by 

𝒮𝒮ℰ(p) ≔ − ∫ p(x)log(p(x))
μ2

μ1
dx.                                              

Definition 3.4. Let p, q ∶ [μ1, μ2  ] ⟶ (0, +∞)  be two probability distributions. Then the 
Jeffrey’s distance is given by 

DJ(p, q) ∶= ∫ [p(x) − q(x)]log (p(x)
q(x)) dx.

μ2

μ1
                               

Proposition 3.1.  Let ϕ ∶ [ν1, ν2] ⟶ ℝ  be a third differentiable function, such that ϕ′′′  is 
integrable and |ϕ′′′|r  is convex, for r > 1.  Assume that p, q: [μ1, μ2] ⟶ (0, +∞) , 
ω: [μ1, μ2] ⟶ (0, +∞)  are integrable functions, and p(x)

ω(x) , q(x)
ω(x)  ∈ [ν1, ν2] ,  for x ∈ [μ1, μ2] . 

Then 

∁Φ(ω, q) − ∁Φ(ω, p)

≤ 1
2 ∫

[q(x) − p(x)]3

ω2(x) (
(2r + 1) |ϕ′′′ (q(x)

ω(x))|
r

+ |ϕ′′′ (p(x)
ω(x))|

r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1
      

− 1
2 ∫

[q(x) − p(x)]2

ω(x) ϕ′′ (q(x)
ω(x))

μ2

μ1
dx + ∫ [q(x) − p(x)]ϕ′ (q(x)

ω(x))
μ2

μ1
dx. 

 
Proof. By taking p(x) = p(x)

ω(x) and q(x) = q(x)
ω(x) and utilizing Theorem 2.1, we get the desired 

result.  
Proposition 3.2.  Assume that ϕ: [ν1, ν2] ⟶ ℝ be a third differentiable function, such that ϕ′′′ 
is integrable and |ϕ′′′|r  is convex, for r > 1;   q, ω:  [μ1, μ2] ⟶ (0, +∞) , are integrable 
functions with ∫ q(x)dxμ2

μ1
= ∫ ω(x)dxμ2

μ1
= 1, for x ∈ [μ1, μ2]. Then 

𝒮𝒮ℰ(p) − KL(ω, q)

≤ ∫
[q(x) − 1]3

ω2(x) (
(2r + 1) (ω(x)

q(x))
3r

+ (ω(x))3r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1
                                                          

− 1
2 ∫

[q(x) − 1]2

ω(x) (ω(x)
q(x))

2μ2

μ1
dx − ∫ [q(x) − 1] ω(x)

q(x)
μ2

μ1
dx. 

 
Proof. Applying Proposition 3.1 for ϕ(x) = −log(x) and  p(x) = 1, we obtain the desired 
result. 
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KL(p, q) ∶= ∫ p(x)log (q(x)
p(x)) dx

μ2

μ1
.                                               

Definition 3.3. Let p ∶ [μ1, μ2  ] ⟶ (0, +∞) be a positive probability distribution. Then the 
Shannon entropy is defined by 

𝒮𝒮ℰ(p) ≔ − ∫ p(x)log(p(x))
μ2

μ1
dx.                                              

Definition 3.4. Let p, q ∶ [μ1, μ2  ] ⟶ (0, +∞)  be two probability distributions. Then the 
Jeffrey’s distance is given by 

DJ(p, q) ∶= ∫ [p(x) − q(x)]log (p(x)
q(x)) dx.

μ2

μ1
                               

Proposition 3.1.  Let ϕ ∶ [ν1, ν2] ⟶ ℝ  be a third differentiable function, such that ϕ′′′  is 
integrable and |ϕ′′′|r  is convex, for r > 1.  Assume that p, q: [μ1, μ2] ⟶ (0, +∞) , 
ω: [μ1, μ2] ⟶ (0, +∞)  are integrable functions, and p(x)

ω(x) , q(x)
ω(x)  ∈ [ν1, ν2] ,  for x ∈ [μ1, μ2] . 

Then 

∁Φ(ω, q) − ∁Φ(ω, p)

≤ 1
2 ∫

[q(x) − p(x)]3

ω2(x) (
(2r + 1) |ϕ′′′ (q(x)

ω(x))|
r

+ |ϕ′′′ (p(x)
ω(x))|

r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1
      

− 1
2 ∫

[q(x) − p(x)]2

ω(x) ϕ′′ (q(x)
ω(x))

μ2

μ1
dx + ∫ [q(x) − p(x)]ϕ′ (q(x)

ω(x))
μ2

μ1
dx. 

 
Proof. By taking p(x) = p(x)

ω(x) and q(x) = q(x)
ω(x) and utilizing Theorem 2.1, we get the desired 

result.  
Proposition 3.2.  Assume that ϕ: [ν1, ν2] ⟶ ℝ be a third differentiable function, such that ϕ′′′ 
is integrable and |ϕ′′′|r  is convex, for r > 1;   q, ω:  [μ1, μ2] ⟶ (0, +∞) , are integrable 
functions with ∫ q(x)dxμ2

μ1
= ∫ ω(x)dxμ2

μ1
= 1, for x ∈ [μ1, μ2]. Then 

𝒮𝒮ℰ(p) − KL(ω, q)

≤ ∫
[q(x) − 1]3

ω2(x) (
(2r + 1) (ω(x)

q(x))
3r

+ (ω(x))3r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1
                                                          

− 1
2 ∫

[q(x) − 1]2

ω(x) (ω(x)
q(x))

2μ2

μ1
dx − ∫ [q(x) − 1] ω(x)

q(x)
μ2

μ1
dx. 

 
Proof. Applying Proposition 3.1 for ϕ(x) = −log(x) and  p(x) = 1, we obtain the desired 
result. 
 

Proposition 3.3. Let ω, p, q ∶ [μ1, μ2] ⟶ (0, +∞)  be integrable functions with ∫ q(x)dxμ2
μ1

=
∫ ω(x)dxμ2

μ1
= ∫ p(x)dxμ2

μ1
= 1. Then  

 
KL(ω, q) − KL(ω, p)

≤ ∫
[q(x) − p(x)]3

ω2(x) (
(2r + 1) (ω(x)

q(x))
3r

+ (ω(x)
p(x))

3r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1
                                                      

− 1
2 ∫

[q(x) − p(x)]2

ω(x) (ω(x)
q(x))

2μ2

μ1
dx − ∫ [q(x) − p(x)] ω(x)

q(x)
μ2

μ1
dx. 

 
Proof. Applying Proposition 3.1 for ϕ(x) = −log(x), we get the desired result. 
 
Proposition 3.4. Let  ω, p, q ∶ [μ1, μ2] ⟶ (0, +∞)  be integrable functions with ∫ q(x)dxμ2

μ1
=

∫ ω(x)dxμ2
μ1

= ∫ p(x)dxμ2
μ1

= 1. Then 
 

DJ(q, ω) − DJ(p, ω)

≤  1
2 ∫

[q(x) − p(x)]3

ω2(x) (
(2r + 1) (q

ω + 2)
r

(ω(x)
q(x))

3r
+ (p

ω + 2)
r

(ω(x)
p(x))

3r

(2r + 1)(2r + 2) )

1
r

dx
μ2

μ1
                

− 1
2 ∫

[q(x) − p(x)]2

ω(x) (q
ω + 1) (ω(x)

q(x))
2μ2

μ1
dx

− ∫ [q(x) − p(x)] {log (q(x)
ω(x)) + 1 − ω(x)

q(x)}
μ2

μ1
dx. 

 
Proof. Applying Proposition 3.1 for ϕ(x) = (x − 1)log(x) and replace q(x) ≔ q(x)

ω(x) , p(x) ≔
p(x)
ω(x), respectively, we obtain the desired result. 
 

4. CONCLUSIONS 

The main goal in this paper was the estimations of the integral majorization using the class of 

third-differentiable convex functions pertaining to Hölder, Power-mean and Jensen type 

inequalities. We offer some applications of information theory in order to demonstrate the 

validity of our main results. We believe that our idea and technique can help interested 

researchers working in this field to study other different classes of convexity and find new 

interesting results.  
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Abstract  

Voice recognition has gained popularity, leading to extensive research in the artificial 
intelligence field, primarily utilizing machine learning algorithms. However, determining 
effective voice recognition algorithms for small datasets remains really hard challenge. This 
study focuses on the significance of machine learning algorithms in gender voice recognition. 
The study examines the impact of machine learning algorithms on a dataset of number of 
3168 data and 21 features. Machine learning algorithms used in this study are Decision Tree, 
XGBoost, LightGBM, AdaBoost, Gradient Boosting, and 𝑘𝑘 − Nearest Neighbor. These 
learning algorithms, especially boosting methods known for their success, are chosen for this 
study. Experimental results show that machine learning algorithms achieve successful 
performance rates particularly the Gradient Boosting algorithm. At the end, the study reaches 
98.26% accuracy rate while deep learning approaches in existing literature achieves an 
accuracy rate of 97%. As a result of the study, it is seen that a high performance rate is 
achieved by using machine learning algorithms in small-sized datasets. 

Keywords: Voice recognition, Gender, Machine learning, Sound processing. 

1.INTRODUCTION 

Gender voice recognition is a significant field of research that aims to develop automated 
systems capable of identifying the gender of a speaker based on their voice characteristics. 
This technology finds applications in various domains, such as speech recognition systems, 
voice assistants, forensic analysis, and social robotics. Traditionally, gender recognition has 
been performed manually by human listeners, but with the advancements in machine learning 
algorithms, automated methods have gained popularity due to their efficiency and accuracy. 

Nowadays, the landscape of gender voice recognition has undergone a transformative shift 
with the emergence of machine learning algorithms. These algorithms have revolutionized 
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1.INTRODUCTION 

Gender voice recognition is a significant field of research that aims to develop automated 
systems capable of identifying the gender of a speaker based on their voice characteristics. 
This technology finds applications in various domains, such as speech recognition systems, 
voice assistants, forensic analysis, and social robotics. Traditionally, gender recognition has 
been performed manually by human listeners, but with the advancements in machine learning 
algorithms, automated methods have gained popularity due to their efficiency and accuracy. 

Nowadays, the landscape of gender voice recognition has undergone a transformative shift 
with the emergence of machine learning algorithms. These algorithms have revolutionized 

the field by empowering computers to process extensive datasets and identify distinctive 
features that differentiate between male and female voices. These algorithms can be broadly 
classified into two categories: traditional machine learning algorithms and deep learning 
algorithms. Traditional approaches, such as support vector machines (SVM) and logistic 
regression, have gained widespread usage in gender classification tasks. These methods rely 
on manually engineered features derived from voice signals, such as pitch, formants, and 
spectral characteristics, to train their models. Conversely, deep learning algorithms, such as 
convolutional neural networks (CNNs) and recurrent neural networks (RNNs), have 
exhibited exceptional performance in automatically extracting features, acquiring 
hierarchical representations, and capturing intricate patterns within voice data. In this study, 
it is aimed to examine the performance of new but successful algorithms instead of 
frequently used algorithms in the literature. In this sense, 6 machine learning algorithms, 
namely XGBoost, LightGBM, AdaBoost, Gradient Boosting, Decision Tree and 𝐾𝐾 −Nearest 
Neighbor, form the basis of the study. These algorithms are examined with the selected 
Gender Recognition by Voice dataset and the results are evaluated. Since the study focuses 
on examining the performance of boosting algorithms, not all machine learning algorithms 
are included in the study. 

The research in gender voice recognition using machine learning algorithms has witnessed 
significant advancements in terms of accuracy and robustness. Numerous studies have 
explored different datasets, feature extraction techniques, and classification models to 
improve gender classification performance. Moreover, researchers have also investigated the 
impact of various factors, such as language, accent, age, and emotional state, on gender voice 
recognition. By incorporating diverse datasets and advanced machine learning algorithms, 
researchers strive to develop more sophisticated and reliable gender recognition systems that 
can adapt to real-world scenarios and achieve high accuracy rates. 

Alnuaim and his colleagues employed Mozilla’s "Common Voice" repository, an openly 
available assemblage of vocal samples accompanied by data on the speaker’s gender [4]. 
Through the process of refining pre-existing ImageNet models using audio spectrograms, 
they attained favorable results on the MOZILLA dataset and satisfactory outcomes on the 
SVD and RAVDESS datasets. The research noted that the pretrained models maintained their 
prior knowledge, particularly in the initial layers, whereas the intermediate layers underwent 
substantial modifications to suit the audio classification objective. 

In 2016, researchers discussed the utilization of acoustic properties of voices and speech 
for voice gender detection [5]. An MLP model was employed to classify voice samples 
based on the provided dataset parameters. It is suggested that incorporating a larger 
dataset of voice samples can help reduce incorrect classifications resulting from variations 
in intonation. Furthermore, a webpage was created to facilitate the development of the model 
by allowing users to upload male and female voice samples as examples. 

Gupta and their team created a computer program that utilizes sound-based cues to determine 
gender in speech [6]. Instead of relying solely on one characteristic, the research took into 
account twenty acoustic variables and employs three distinct models. While fuzzy logic-
based techniques were investigated, they proved to be less precise when compared to 
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neural network-based systems. To improve efficiency and minimize errors, a stacked model 
was utilized, leveraging the outcomes of each individual model to train new models. This 
approach resulted in a 96.74% accuracy rate when using stacked Random Forest and stacked 
Neural Network models, with no notable changes observed when applying stacked SVM. 

Zvarevashe and Olugbara introduced the RF-RFE technique for selecting features in gender 
voice recognition [7]. The experiments demonstrated that RF-RFE enhances the accuracy of 
gender voice recognition, albeit with a marginal improvement when compared to the GBMs, 
FFNN, and ELMs algorithms. However, it is suggested that with larger datasets, the 
increment in accuracy could be more significant. The GBM algorithm showed surprisingly 
high recognition accuracy, making it a viable option for gender voice recognition, while FFNN 
and ELMs also achieved relatively high accuracy. However, GBMs and FFNN exhibited 
slower computational performance compared to ELMs, requiring more processing power. 

In a study conducted in 2019, the primary objective was to examine the identification of 
gender in Javanese speech. The research employed techniques to reduce noise and focused on 
10 individuals (comprising 5 males and 5 females) for analysis. The MFFC approach was 
utilized to extract features from 150 distinct gender-related sounds [8]. Classification 
methods, namely Logistic Regression, Support Vector Machines (SVM), and Deep Learning, 
were applied, resulting in varying levels of accuracy, classification error, and AUC. Notably, 
the Deep Learning approach outperformed the other methods, achieving a remarkable 
accuracy rate of 97.78% in gender speech recognition. 

In 2021, a group of researchers conducted a study comprised of three key elements: audio 
preprocessing, feature extraction, and machine learning classification [9]. The audio 
preprocessing stage aimed to diminish background noise and highlight human voices, as the 
audio recordings were not captured in controlled environments. The study employed MFCC 
coefficients for analysis purposes. Two datasets and seven machine learning algorithms were 
utilized. The findings revealed that the integration of machine learning classifiers in the 
classification procedure enhanced accuracy, with RF classifiers achieving a 97.9% accuracy 
rate. 

The following parts of the study are as follows; information about the proposed model and 
dataset is given in Section 2. In Section 3, the experimental results are mentioned. And in 
Section 4, the results of the study and future studies are mentioned. 

2.GENERAL PROPERTIES OF METHOD 

In this section, the selected dataset, the examined machine learning algorithms and the 
proposed model are presented. 

2.1.Dataset 

For this research, the Gender Recognition by Voice dataset sourced from Kaggle was 
employed [10]. This dataset was curated by discerning the gender of voices through the 
analysis of their acoustic characteristics and speech patterns. It encompasses a combined total 
of 3168 voice records, categorized as either male or female. The audio samples underwent 
processing within the frequency range of 0Hz to 280Hz, which corresponds to the typical 
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audio recordings were not captured in controlled environments. The study employed MFCC 
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utilized. The findings revealed that the integration of machine learning classifiers in the 
classification procedure enhanced accuracy, with RF classifiers achieving a 97.9% accuracy 
rate. 

The following parts of the study are as follows; information about the proposed model and 
dataset is given in Section 2. In Section 3, the experimental results are mentioned. And in 
Section 4, the results of the study and future studies are mentioned. 

2.GENERAL PROPERTIES OF METHOD 

In this section, the selected dataset, the examined machine learning algorithms and the 
proposed model are presented. 

2.1.Dataset 

For this research, the Gender Recognition by Voice dataset sourced from Kaggle was 
employed [10]. This dataset was curated by discerning the gender of voices through the 
analysis of their acoustic characteristics and speech patterns. It encompasses a combined total 
of 3168 voice records, categorized as either male or female. The audio samples underwent 
processing within the frequency range of 0Hz to 280Hz, which corresponds to the typical 

"meanfreq","sd","median","Q25","Q75","IQR","skew","kurt","sp.ent","sfm", 
"mode","centroid","meanfun","minfun","maxfun","meandom","mindom", 
"maxdom","dfrange","modindx","label" 

range of human vocalizations. 
                       TABLE 1: Features in the dataset 

 
It consists of 22 features in total. 21 of these properties are general properties of the data, and 
one of them is the Label column. The properties of the dataset are given in Table 1. 

                                                TABLE 2: Label’s in the dataset 

Label Numerical 
Representation 

Number of 
Data 

Male 0 1584 
Female 1 1584 

 
2.2.Machine Learning Algorithms 

Decision Tree algorithm is a versatile and interpretable method for classification and 
regression tasks [11]. It creates a tree-like structure where each node represents a feature or 
attribute and each leaf node represents a class label or numerical value. By traversing the tree 
using decision rules, predictions are made based on input features. Decision trees handle 
both numerical and categorical features, can handle missing values, and automatically select 
relevant features. Pruning and ensembling techniques can improve their performance. 
Overall, Decision Trees offer a flexible and intuitive approach to problem-solving in 
machine learning. 

XGBoost is an advanced machine learning algorithm that has gained significant popularity 
due to its exceptional performance in various data science competitions [12]. It stands for 
Extreme Gradient Boosting and is based on the gradient boosting framework. XGBoost uses 
a combination of weak prediction models, typically decision trees, and sequentially improves 
them by minimizing a specific loss function. It employs a gradient descent optimization 
technique to efficiently learn and update model parameters. XGBoost also incorporates 
regularization methods to prevent overfitting and enhance generalization. This algorithm 
supports both classification and regression tasks and has robust handling capabilities for 
missing values and categorical features. It also provides a range of hyperparameters that 
allow fine-tuning to achieve optimal model performance. XGBoost’s speed, scalability, and 
high accuracy make it a powerful tool in machine learning applications. 

LightGBM is a popular gradient boosting framework that offers high performance and 
efficiency in machine learning tasks. It stands for Light Gradient Boosting Machine and is 
designed to handle large-scale datasets efficiently [13]. LightGBM uses a technique called 
Gradient-based One-Side Sampling (GOSS) to select and prioritize the most informative data 
instances during the boosting process, which significantly reduces memory consumption and 
improves training speed. It also employs a histogram-based approach to binning numerical 
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features, enabling faster computation and better accuracy. LightGBM supports both 
classification and regression tasks, and it incorporates regularization techniques like L1 and 
L2 to prevent overfitting. Additionally, it provides a wide range of hyperparameters that can 
be tuned to optimize model performance. With its speed, memory efficiency, and accuracy, 
LightGBM is a valuable algorithm in machine learning applications, particularly when 
dealing with large and complex datasets. 

AdaBoost, short for Adaptive Boosting, is a popular ensemble learning algorithm in machine 
learning [14]. It combines multiple weak classifiers to create a strong classifier. The algorithm 
works by assigning weights to each training example, with more emphasis on the 
misclassified examples in each iteration. In subse- quent iterations, the weak classifiers focus 
on correctly classifying the previously misclassified examples. By iteratively adjusting the 
weights and combining the weak classifiers, AdaBoost gradually improves its 
performance. The final prediction is made by taking a weighted vote from all the weak 
classifiers. AdaBoost is particularly effective in handling complex classification problems and 
has shown good generalization capabilities. It can be used with various base classifiers, such 
as decision trees or linear models. AdaBoost is known for its ability to achieve high accuracy 
and has been widely used in practical applications. 

Gradient Boosting is a powerful machine learning algorithm that combines weak 
prediction models to create a strong predictive model [14]. It operates in an iterative manner, 
where each weak model is trained to correct the mistakes made by the previous models. The 
algorithm focuses on minimizing a specified loss function by employing gradient descent 
optimization. At each iteration, the algorithm calculates the gradient of the loss function and 
updates the model accordingly. Gradient Boosting is capable of handling both regression and 
classification tasks and can accommodate various loss functions. It is known for its ability 
to capture complex patterns in data and produce accurate predictions. By carefully selecting 
hyperparameters and preventing overfitting, Gradient Boosting can yield impressive results 
across a wide range of applications. 

K-Nearest Neighbor (KNN) algorithm is a simple yet effective supervised learning method 
used for classification and regression tasks [15]. It operates on the principle of similarity, 
where the prediction for a new data point is determined by the "k" nearest neighbors in the 
training set. The value of "k" represents the number of neighbors considered for the 
prediction. In the classification task, the majority class label among the neighbors is assigned 
to the new data point. For regression, the average of the target values of the neighbors is 
used as the prediction. KNN does not make any assumptions about the underlying data 
distribution and can handle both numerical and categorical features. However, it is sensitive to 
the choice of distance metric and requires sufficient training data. KNN is known for its 
simplicity and interpretability, making it a popular choice in various machine learning 
applications. 
 
2.3.Proposed Model 

The study investigates the effects of six machine learning algorithms on gender voice 
recognition. Specifically, the performances of boosting algorithms are evaluated, and their 
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and has been widely used in practical applications. 

Gradient Boosting is a powerful machine learning algorithm that combines weak 
prediction models to create a strong predictive model [14]. It operates in an iterative manner, 
where each weak model is trained to correct the mistakes made by the previous models. The 
algorithm focuses on minimizing a specified loss function by employing gradient descent 
optimization. At each iteration, the algorithm calculates the gradient of the loss function and 
updates the model accordingly. Gradient Boosting is capable of handling both regression and 
classification tasks and can accommodate various loss functions. It is known for its ability 
to capture complex patterns in data and produce accurate predictions. By carefully selecting 
hyperparameters and preventing overfitting, Gradient Boosting can yield impressive results 
across a wide range of applications. 

K-Nearest Neighbor (KNN) algorithm is a simple yet effective supervised learning method 
used for classification and regression tasks [15]. It operates on the principle of similarity, 
where the prediction for a new data point is determined by the "k" nearest neighbors in the 
training set. The value of "k" represents the number of neighbors considered for the 
prediction. In the classification task, the majority class label among the neighbors is assigned 
to the new data point. For regression, the average of the target values of the neighbors is 
used as the prediction. KNN does not make any assumptions about the underlying data 
distribution and can handle both numerical and categorical features. However, it is sensitive to 
the choice of distance metric and requires sufficient training data. KNN is known for its 
simplicity and interpretability, making it a popular choice in various machine learning 
applications. 
 
2.3.Proposed Model 

The study investigates the effects of six machine learning algorithms on gender voice 
recognition. Specifically, the performances of boosting algorithms are evaluated, and their 

performance in voice recognition is observed. Accuracy rate, precision, recall, and F1-score 
values are measured as performance metrics. The formulas used for these evaluations are 
given in Equation 1 to Equation 4; 

                                           𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹,                                                     (1) 

 

                                                  𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = ∑ 𝑇𝑇𝑃𝑃𝑖𝑖
𝑇𝑇𝑃𝑃𝑖𝑖 + 𝐹𝐹𝑃𝑃𝑖𝑖

,                                                            (2)
𝐿𝐿

𝑖𝑖=1
 

 

                                                    𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = ∑ 𝑇𝑇𝑃𝑃𝑖𝑖
𝑇𝑇𝑃𝑃𝑖𝑖 + 𝐹𝐹𝑁𝑁𝑖𝑖

,                                                                (3)
𝐿𝐿

𝑖𝑖=1
 

 

                                           𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
(𝛽𝛽2 + 1)𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 × 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

𝛽𝛽2𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 × 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ,                                        (4) 

 
where 𝑇𝑇𝑇𝑇 is true negative, 𝑇𝑇𝑇𝑇 is true positive, 𝐹𝐹𝐹𝐹 is false negative, 𝐹𝐹𝐹𝐹 is false positive, 𝐿𝐿 is 
number of classes, and 𝛽𝛽 is a balancing factor. 

The flow chart of the study is given in Figure 1. 

 
Fig. 1: Flaw chart of the study 

When examining Figure 1, the first step involves dividing the dataset into training and testing 
sets. Following preliminary research in the literature, 80% of the dataset is allocated for 
training, while the remaining 20% is designated for testing purposes. Subsequently, each 
algorithm is individually trained using the dataset, and the previously mentioned 
performance evaluations are conducted. An important consideration in this process is 
determining the parameters of the algorithms. To ensure comparability with the literature, 
default parameters are used for all algorithms. For the KNN algorithm, a value of 2 is 
selected for the 𝑘𝑘 parameter due to the binary classification. 
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TABLE 3: Precision and recall results 
 

  Algorithm Precision (%) Recall (%) 
Gradient Boosting 98 98 
XGBoost 98 98 
AdaBoost 98 98 
LightGBM 98 98 
Decision Tree 97 97 
KNN 91 71 

3. EXPERIMENTAL RESULTS  

For the study, a computer equipped with an 11th Gen Intel(R) Core(TM) i5-1145G7 CPU @ 
2.60GHz, 2.61GHz, and 6GB RAM is utilized. Information, including the precision and recall 
values of the algorithms employed in the study, can be found in Table 3. 

When examining Table 3, it can be observed that boosting algorithms outperform standard 
machine learning algorithms, yielding significantly better results. Moreover, the precision 
values of the boosting algorithms excees 98%. 

Figure 2 shows the accuracy rate results of the selected algorithms. 
 

Fig. 2: Algorithms accuracy rates 
 
 

When examining Figure 2, it becomes evident that all machine learning algorithms 
perform well in gender voice recognition. However, since the focus of the study is on 
examining boosting algorithms, they are specifically evaluated, and it is observed that the 
Gradient Boosting algorithm exhibited exceptional prediction capabilities. 

Figure 3 displays the F1-score values of the selected machine learning algorithms. Once 
again, upon examining the graph, it is evident that the boosting algorithms demonstrate 
remarkable success. 
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                                     Fig. 3: Algorithms F1-scores 

 

4.CONCLUSIONS 

Voice recognition processes have gained significant popularity in recent years, capturing the 
attention of researchers. Particularly, with the advancement of artificial intelligence 
algorithms, extensive research has been conducted in this field. A literature and market search 
reveals that the majority of voice recognition studies utilize artificial neural networks and 
deep learning algorithms. While these algorithms yield better results with big data, 
determining effective voice recognition algorithms on small datasets has become a focal point 
of this study. 

This study examines the significance of boosting machine learning algorithms in gender voice 
recognition. The impact of machine learning algorithms is observed on a dataset comprising 
3168 data and 21 features. Given the notable success achieved by boosting algorithms in 
recent years, their potential for successful results in gender voice recognition is explored, 
making them the preferred choice in this study. Upon analyzing the overall results, it is found 
that machine learning algorithms deliver successful outcomes. While the literature-based 
studies utilizing deep learning achieves an accuracy rate of 97% [6], [8], [9], this study attains 
a accuracy rate of 98.26% using the Gradient Boosting algorithm. These findings demonstrate 
the successful utilization of boosting algorithms in gender voice recognition. 

Future research endeavors will primarily focus on disease detection through sound analysis. 
Studies will be conducted to estimate the type of disease a patient has based on coughing, 
sneezing, speaking, breathing, and other related sounds. 
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Abstract  

In this paper, we introduce Wijsman 𝜌𝜌-statistical convergence of order 𝛼𝛼 and Wijsman 
strongly 𝜌𝜌-convergence of order 𝛼𝛼  and define [𝑊𝑊𝜌𝜌

𝛼𝛼,ℳ, 𝑣𝑣, 𝑝𝑝] by using a sequence of Orlicz 
functions. Also, some inclusion theorems are presented. 

Keywords: Wijsman convergence; statistical convergence; Orlicz function. 

1.INTRODUCTION 

Zygmund [1] was the person behind the introduction of the idea of statistical convergence. 
The concept of statistical convergence was formally given by Fast [2] and Steinhaus [3]. This 
concept was studied by Schoenberg [4] as a non-matrix summability method. Also, the concept 
of statistical convergence has been extended by several authors. 

A real or complex number sequence 𝑥𝑥 = (𝑥𝑥𝑘𝑘) is said to be statistically convergent to ℓ if 
for every 𝜖𝜖 > 0 

lim
𝑛𝑛→∞

1
𝑛𝑛 |{𝑘𝑘 ≤ 𝑛𝑛: |𝑥𝑥k − ℓ| ≥ 𝜖𝜖}| = 0. 

Let (X, σ) be a metric space. The distance 𝑑𝑑(𝑥𝑥, A) from a point 𝑥𝑥 to a non-empty subset 
𝐴𝐴 of (X, σ) is defined to be  

d(X, σ) = inf
𝑦𝑦∈𝐴𝐴

𝜎𝜎(𝑥𝑥, 𝑦𝑦). 

If 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑑𝑑(𝑥𝑥, Ak) < ∞ (for each 𝑥𝑥𝑥𝑥𝑋𝑋), then we say that the sequence {Ak} is bounded. 

Nuray and Rhoades [5] were given the concepts of Wijsman statistical convergence for 
the sequence and the concept were generalized by Ulusu et al. ([6],[7]).  

Let (X, σ) be a metric space and αϵ(0,1]. For any non-empty closed subsets A, Ak ⊂ X, 
we say that the sequence {Ak} is Wijsman ρ-statistical convergent to A of order α (or 𝑊𝑊𝑆𝑆𝜌𝜌𝛼𝛼-
convergent to 𝐴𝐴) if for each 𝜖𝜖 > 0 and 𝑥𝑥𝑥𝑥𝑋𝑋, 

lim
𝑛𝑛→∞

1
𝜌𝜌𝑛𝑛𝛼𝛼

|{𝑘𝑘 ≤ 𝑛𝑛: |𝑑𝑑(𝑥𝑥, Ak) − 𝑑𝑑(𝑥𝑥, A)| ≥ 𝜖𝜖}| = 0, 
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where 𝜌𝜌 =  (𝜌𝜌𝑛𝑛) is a non-decreasing sequence of positive real numbers tending to ∞ such that 

lim
     𝑛𝑛

sup 𝜌𝜌𝑛𝑛
𝑛𝑛 < ∞,    ∆𝜌𝜌𝑛𝑛 = 𝑂𝑂(1)     and     ∆𝜌𝜌𝑛𝑛 = 𝜌𝜌𝑛𝑛+1 − 𝜌𝜌𝑛𝑛 

for each positive integer 𝑛𝑛. In this case, we write Ak → 𝐴𝐴(𝑊𝑊𝑆𝑆𝜌𝜌
𝛼𝛼). The set of all Wijsman 𝜌𝜌-

statistical convergent sequences to 𝐴𝐴 of order 𝛼𝛼 will be denoted by 𝑊𝑊𝑆𝑆𝜌𝜌
𝛼𝛼 [8]. 

Let (X, σ)  be a metric space and αϵ(0, 1]. For any non-empty closed subsets A, Ak ⊂ X, 
we say that the sequence {Ak} is said to be Wijsman strongly 𝜌𝜌-summable of order α to 𝐴𝐴, if for 
each 𝜖𝜖 > 0 and 𝑥𝑥𝑥𝑥𝑋𝑋, 

lim
𝑛𝑛→∞

1
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑|𝑑𝑑(𝑥𝑥, Ak) − 𝑑𝑑(𝑥𝑥, A)|
𝑛𝑛

𝑘𝑘=1
= 0. 

The set of all Wijsman strongly 𝜌𝜌-summable sequences of order α to 𝐴𝐴 will be denoted 
by 𝑊𝑊𝜌𝜌

𝛼𝛼. In this case we write Ak → 𝐴𝐴(𝑊𝑊𝜌𝜌
𝛼𝛼) [8]. 

In the following definition, theorems and results, the sequence 𝜌𝜌 = (𝜌𝜌𝑛𝑛) will be used as 
above. 

2.MAIN RESULTS 

An Orlicz function is a function 𝑀𝑀: [0, ∞) → [0, ∞) which is continuous, non-decreasing 
and convex with 𝑀𝑀(0) = 0, 𝑀𝑀(𝑥𝑥) > 0 for 𝑥𝑥 > 0 and 𝑀𝑀(𝑥𝑥) → ∞ as 𝑥𝑥 → ∞. 

It is well known that if 𝑀𝑀 is a convex function and 𝑀𝑀(0) = 0, then 𝑀𝑀(𝜆𝜆𝜆𝜆) ≤ 𝜆𝜆𝜆𝜆(𝑥𝑥) for 
all 𝜆𝜆 with 0 ≤ 𝜆𝜆 ≤ 1.

Lindenstrauss and Tzafriri [ ] used the idea of Orlicz function to define what is called an 
Orlicz sequence space 

ℓ𝑀𝑀 = {𝑥𝑥 ∈ 𝑤𝑤: ∑ 𝑀𝑀 (
|𝑥𝑥𝑘𝑘|

𝜌𝜌 ) < ∞, for some 𝜌𝜌 > 0  
∞

𝑘𝑘=1
}

which is a Banach space with the norm 

‖𝑥𝑥‖ = 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌 > 0: ∑ 𝑀𝑀 (
|𝑥𝑥𝑘𝑘|

𝜌𝜌 ) ≤ 1 
∞

𝑘𝑘=1
}.

Definition 1. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions and (𝑋𝑋, 𝜎𝜎) be a metric space. 
Let 𝑝𝑝 = (𝑝𝑝𝑘𝑘)  be a sequence of strictly positive real numbers, 𝑣𝑣 = (𝑣𝑣𝑘𝑘)  be a sequence of 
positive real numbers, 𝛼𝛼 ∈ (0,1], 𝜌𝜌 = (𝜌𝜌𝑛𝑛) be a sequence and for 𝜆𝜆 > 0. Then we define the 
following sequence space: 
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(𝑊𝑊𝜌𝜌
𝛼𝛼 , ℳ, 𝑝𝑝, 𝑣𝑣) = {{𝐴𝐴𝑘𝑘} ∈ 𝑋𝑋: 1

𝜌𝜌𝑛𝑛
𝛼𝛼 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (

|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴)|
𝜆𝜆 )]

𝑝𝑝𝑘𝑘

→ 0,
𝑛𝑛

𝑘𝑘=1
 

∑  for some 𝐴𝐴 and for 𝑥𝑥 ∈ 𝑋𝑋}. 

If 𝑝𝑝𝑘𝑘 = 1 for all 𝑘𝑘 ∈ ℕ then we shall write (𝑊𝑊𝜌𝜌
𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣) = (𝑊𝑊𝜌𝜌

𝛼𝛼 , ℳ, 𝑣𝑣). If 𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥 
for all 𝑘𝑘 ∈ ℕ  then we shall write (𝑊𝑊𝜌𝜌

𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣) = (𝑊𝑊𝜌𝜌
𝛼𝛼 , 𝑝𝑝, 𝑣𝑣) . If 𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥 , 𝑣𝑣𝑘𝑘 = 1  and 

𝑝𝑝𝑘𝑘 = 1 for all 𝑘𝑘 ∈ ℕ then we shall write (𝑊𝑊𝜌𝜌
𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣) = 𝑊𝑊𝜌𝜌

𝛼𝛼.  

In the following theorems, assume that the sequence 𝑝𝑝 = (𝑝𝑝𝑘𝑘) is bounded and 0 < ℎ =
𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘 ≤ 𝑝𝑝𝑘𝑘 ≤ 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑝𝑝𝑘𝑘 = 𝐻𝐻 < ∞.  

Theorem 2. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions, 0 < 𝛼𝛼 ≤ 𝛽𝛽 ≤ 1 and 𝜌𝜌 = (𝜌𝜌𝑛𝑛) 
be a sequence, then (𝑊𝑊𝜌𝜌

𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣) ⊂ 𝑊𝑊𝑆𝑆𝜌𝜌
𝛽𝛽. 

Proof. Let {𝐴𝐴𝑘𝑘} ∈ (𝑊𝑊𝜌𝜌
𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣). Let 𝜖𝜖 > 0 be given. As 𝜌𝜌𝑛𝑛

𝛼𝛼 ≤ 𝜌𝜌𝑛𝑛
𝛽𝛽  for each 𝑛𝑛 we can write 

1
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴)|

𝜆𝜆 )]
𝑛𝑛

𝑘𝑘=1

𝑝𝑝𝑘𝑘

= 

       1
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴)|

𝜆𝜆 )]
𝑝𝑝𝑘𝑘

 
𝑛𝑛

𝑘𝑘=1
|𝑑𝑑(𝑥𝑥,𝐴𝐴𝑘𝑘)−𝑑𝑑(𝑥𝑥,𝐴𝐴)|≥𝜖𝜖

 

       + 1
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴)|

𝜆𝜆 )]
𝑝𝑝𝑘𝑘

 
𝑛𝑛

𝑘𝑘=1
|𝑑𝑑(𝑥𝑥,𝐴𝐴𝑘𝑘)−𝑑𝑑(𝑥𝑥,𝐴𝐴)|<𝜖𝜖

 

 ≥ 1
𝜌𝜌𝑛𝑛

𝛽𝛽 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴)|

𝜆𝜆 )]
𝑝𝑝𝑘𝑘

 
𝑛𝑛

𝑘𝑘=1
|𝑑𝑑(𝑥𝑥,𝐴𝐴𝑘𝑘)−𝑑𝑑(𝑥𝑥,𝐴𝐴)|≥𝜖𝜖

 

       + 1
𝜌𝜌𝑛𝑛

𝛽𝛽 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴)|

𝜆𝜆 )]
𝑝𝑝𝑘𝑘

 
𝑛𝑛

𝑘𝑘=1
|𝑑𝑑(𝑥𝑥,𝐴𝐴𝑘𝑘)−𝑑𝑑(𝑥𝑥,𝐴𝐴)|<𝜖𝜖

 

≥ 1
𝜌𝜌𝑛𝑛

𝛽𝛽 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (𝜖𝜖
𝜆𝜆)]

𝑝𝑝𝑘𝑘
 

𝑛𝑛

𝑘𝑘=1
|𝑑𝑑(𝑥𝑥,𝐴𝐴𝑘𝑘)−𝑑𝑑(𝑥𝑥,𝐴𝐴)|≥𝜖𝜖

≥ 1
𝜌𝜌𝑛𝑛

𝛽𝛽 ∑ 𝑚𝑚𝑚𝑚𝑚𝑚([𝑀𝑀𝑘𝑘(𝜖𝜖1)]ℎ, [𝑀𝑀𝑘𝑘(𝜖𝜖1)]𝐻𝐻) 
𝑛𝑛

𝑘𝑘=1
|𝑑𝑑(𝑥𝑥,𝐴𝐴𝑘𝑘)−𝑑𝑑(𝑥𝑥,𝐴𝐴)|≥𝜖𝜖

 

≥ 1
𝜌𝜌𝑛𝑛

𝛽𝛽 |{𝑘𝑘 ≤ 𝑛𝑛: |𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴)| ≥ 𝜖𝜖}|𝑚𝑚𝑚𝑚𝑚𝑚([𝑀𝑀𝑘𝑘(𝜖𝜖1)]ℎ, [𝑀𝑀𝑘𝑘(𝜖𝜖1)]𝐻𝐻) 
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where 𝜖𝜖1 = 𝜖𝜖
𝜆𝜆 . From the above inequality we have {𝐴𝐴𝑘𝑘} ∈ 𝑊𝑊𝑊𝑊𝜌𝜌

𝛼𝛼 . 

Corollary 3.  

(i) Let ℳ = (𝑀𝑀𝑘𝑘)  be a sequence of Orlicz functions, 0 < 𝛼𝛼 ≤ 1  and  𝜌𝜌 = (𝜌𝜌𝑛𝑛)  be a 
sequence, then (𝑊𝑊𝜌𝜌

𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣) ⊂ 𝑊𝑊𝑆𝑆𝜌𝜌
𝛼𝛼 .  

(ii) Let ℳ = (𝑀𝑀𝑘𝑘)  be a sequence of Orlicz functions, 0 < 𝛼𝛼 ≤ 𝛽𝛽 ≤ 1 and 𝜌𝜌 = (𝜌𝜌𝑛𝑛) be a 
sequence, then (𝑊𝑊𝜌𝜌

𝛼𝛼, ℳ, 𝑣𝑣) ⊆ 𝑊𝑊𝑆𝑆𝜌𝜌
𝛽𝛽 .   

 

Theorem 4. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions, 0 < 𝛼𝛼 ≤ 𝛽𝛽 ≤ 1 and 𝜌𝜌 = (𝜌𝜌𝑛𝑛) 

be a sequence, then (𝑊𝑊𝜌𝜌
𝛼𝛼, ℳ, 𝑣𝑣) ⊆ (𝑊𝑊𝜌𝜌

𝛽𝛽, ℳ, 𝑣𝑣). 

Theorem 5. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions, 0 < 𝛼𝛼 ≤ 𝛽𝛽 ≤ 1 and 𝜌𝜌 = (𝜌𝜌𝑛𝑛) 

and 𝜏𝜏 = (𝜏𝜏𝑛𝑛)  be two sequences such that 𝜌𝜌𝑛𝑛 ≤ 𝜏𝜏𝑛𝑛  for all 𝑛𝑛 ∈ ℕ. If lim
𝑛𝑛→∞

𝜌𝜌𝑛𝑛𝛼𝛼

𝜏𝜏𝑛𝑛
𝛽𝛽 = 𝑡𝑡 > 0 , then 

(𝑊𝑊𝜏𝜏
𝛽𝛽, ℳ, 𝑣𝑣) ⊆ (𝑊𝑊𝜌𝜌

𝛼𝛼, ℳ, 𝑣𝑣). 

Corollary 6. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions, 𝜌𝜌 = (𝜌𝜌𝑛𝑛)  and 𝜏𝜏 = (𝜏𝜏𝑛𝑛) be two 

sequences such that 𝜌𝜌𝑛𝑛 ≤ 𝜏𝜏𝑛𝑛  for all 𝑛𝑛 ∈ ℕ . If lim
𝑛𝑛→∞

𝜌𝜌𝑛𝑛𝛼𝛼

𝜏𝜏𝑛𝑛
𝛽𝛽 = 𝑡𝑡 > 0  holds, then (𝑊𝑊𝜏𝜏

𝛼𝛼, ℳ, 𝑣𝑣) ⊆

(𝑊𝑊𝜌𝜌
𝛼𝛼 , ℳ, 𝑣𝑣) for 0 < 𝛼𝛼 ≤ 1. 

Theorem 7. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions, 0 < 𝛼𝛼 ≤ 𝛽𝛽 ≤ 1 and 𝜌𝜌 = (𝜌𝜌𝑛𝑛)  

and 𝜏𝜏 = (𝜏𝜏𝑛𝑛)  be two sequences such that 𝜌𝜌𝑛𝑛 ≤ 𝜏𝜏𝑛𝑛  for all 𝑛𝑛 ∈ ℕ . If lim
𝑛𝑛→∞

𝜌𝜌𝑛𝑛𝛼𝛼

𝜏𝜏𝑛𝑛
𝛽𝛽 = 1 , then 

(𝑊𝑊𝜏𝜏
𝛽𝛽, ℳ, 𝑣𝑣) ⊆ 𝑊𝑊𝑊𝑊𝜌𝜌

𝛼𝛼. 

Theorem 8. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions and 𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘𝑝𝑝𝑘𝑘 > 0, the limit of any 
sequence {𝐴𝐴𝑘𝑘} ∈ (𝑊𝑊𝜌𝜌

𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣) is unique. 

Proof. Let 𝑙𝑙𝑙𝑙𝑙𝑙𝑘𝑘𝑝𝑝𝑘𝑘 = 𝑠𝑠 > 0. Suppose that 𝐴𝐴𝑘𝑘 → 𝐴𝐴1 ((𝑊𝑊𝜌𝜌
𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣))  and 𝐴𝐴𝑘𝑘 →

𝐴𝐴2 ((𝑊𝑊𝜌𝜌
𝛼𝛼, ℳ, 𝑝𝑝, 𝑣𝑣)). Then there exists 𝜆𝜆1 > 0 and 𝜆𝜆2 > 0 such that 

lim
𝑛𝑛→∞

1
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴1)|

𝜆𝜆1
)]

𝑝𝑝𝑘𝑘

 
= 0,

𝑛𝑛

𝑘𝑘=1
 

and 

lim
𝑛𝑛→∞

1
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴2)|

𝜆𝜆2
)]

𝑝𝑝𝑘𝑘

 
= 0

𝑛𝑛

𝑘𝑘=1
. 

Define 𝜆𝜆 = 𝑚𝑚𝑚𝑚𝑚𝑚{2𝜆𝜆1, 2𝜆𝜆2}. Since 𝑀𝑀𝑘𝑘 are nondecreasing and convex, we have 
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1
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴1) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴2)|

𝜆𝜆 )]
𝑝𝑝𝑘𝑘

 

𝑛𝑛

𝑘𝑘=1
 

              = 𝐷𝐷
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑
1

2𝑝𝑝𝑘𝑘
𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (

|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴1)|
𝜆𝜆1

)]
𝑝𝑝𝑘𝑘

 

𝑛𝑛

𝑘𝑘=1

+ 𝐷𝐷
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑
1

2𝑝𝑝𝑘𝑘
𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (

|𝑑𝑑(𝑥𝑥, 𝐴𝐴𝑘𝑘) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴2)|
𝜆𝜆2

)]
𝑝𝑝𝑘𝑘

 

𝑛𝑛

𝑘𝑘=1
→ 0 

as 𝑛𝑛 → ∞, where 𝑠𝑠𝑠𝑠𝑠𝑠𝑘𝑘𝑝𝑝𝑘𝑘 = 𝐻𝐻 and 𝐷𝐷 = 𝑚𝑚𝑚𝑚𝑚𝑚(1, 2𝐻𝐻−1). Therefore we get 

lim
𝑛𝑛→∞

1
𝜌𝜌𝑛𝑛

𝛼𝛼 ∑ 𝑣𝑣𝑘𝑘 [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴1) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴2)|

𝜆𝜆 )]
𝑝𝑝𝑘𝑘

 
= 0.

𝑛𝑛

𝑘𝑘=1
 

As 𝑙𝑙𝑙𝑙𝑙𝑙𝑘𝑘𝑝𝑝𝑘𝑘 = 𝑠𝑠, we have  

[𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴1) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴2)|

𝜆𝜆 )]
𝑝𝑝𝑘𝑘

= [𝑀𝑀𝑘𝑘 (
|𝑑𝑑(𝑥𝑥, 𝐴𝐴1) − 𝑑𝑑(𝑥𝑥, 𝐴𝐴2)|

𝜆𝜆 )]
𝑠𝑠
 

and so 𝐴𝐴1 = 𝐴𝐴2. This proves that the limit is unique. 
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Abstract  

Body language, facial structure and general appearance can give many clues about a 
person's character at first impression. Therefore, people often form their prejudices about a 
person by basing their first impressions on these clues. The relationship between certain 
physical characteristics and character and intelligence has been remarkable historically as well 
as in modern science. In Old Turkish Literature, there are works aimed at character analysis 
from human physical characteristics. One of these works is Marifetnâme, written by the 
famous scientist and clergyman İbrahim Hakkı of Erzurum in 1756. In the section of 
Marifetnâme called "mirror of bodies", a connection is established between the human body 
and facial structures and the spiritual aspect. In this study, this connection written by İbrahim 
Hakkı was transformed into practice with today's technologies and artificial intelligence was 
used to carry out the character analysis of İbrahim Hakkı. For the decision process, training 
was performed with three different deep learning-based CNN models (AlexNet, ResNet and 
YOLOv8) and the results were compared. The proposed application process is based on three 
steps: In the first step, from each image in the dataset, first the face regions and then the areas 
where the eyes are located are cropped with a facial landmark detection algorithm. In the 
second step, an artificial intelligence model was determined to predict the eye structure in 
each frame. The third step aims to detect in real time the character trait associated with the 
eye structure determined using this model in Marifetnâme. As a result of this study, character 
analysis matched with 98% accuracy according to the developed artificial intelligence-based 
application process. 

Keywords: İbrahim Hakkı; Marifetnâme; Artificial intelligence; Character analysis; 

Personality. 

 

1.INTRODUCTION 

Marifetnâme (Hakkı, 1756), written by the famous scientist and Sufi İbrahim Hakkı in 
1756, is an important work of Islamic history. This work, which aroused great interest at the 
time it was written and is still the subject of current research today, has an encyclopedic 
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Body language, facial structure and general appearance can give many clues about a 
person's character at first impression. Therefore, people often form their prejudices about a 
person by basing their first impressions on these clues. The relationship between certain 
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Hakkı was transformed into practice with today's technologies and artificial intelligence was 
used to carry out the character analysis of İbrahim Hakkı. For the decision process, training 
was performed with three different deep learning-based CNN models (AlexNet, ResNet and 
YOLOv8) and the results were compared. The proposed application process is based on three 
steps: In the first step, from each image in the dataset, first the face regions and then the areas 
where the eyes are located are cropped with a facial landmark detection algorithm. In the 
second step, an artificial intelligence model was determined to predict the eye structure in 
each frame. The third step aims to detect in real time the character trait associated with the 
eye structure determined using this model in Marifetnâme. As a result of this study, character 
analysis matched with 98% accuracy according to the developed artificial intelligence-based 
application process. 
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1.INTRODUCTION 

Marifetnâme (Hakkı, 1756), written by the famous scientist and Sufi İbrahim Hakkı in 
1756, is an important work of Islamic history. This work, which aroused great interest at the 
time it was written and is still the subject of current research today, has an encyclopedic 

structure as it contains comprehensive information in many different fields such as astronomy, 
anatomy, psychology, geography, mathematics, and philosophy. In the work, the section 
devoted to the science of anatomy, called "the mirror of bodies" by İbrahim Hakkı, presents 
detailed information and perspectives about the body (Okumuş, 2008). In Ulusoy's 
simplification (Ulusoy, 1980), in the seventeenth chapter of the third volume of Marifetnâme, 
information is given on the wisdom of the shapes and forms of body organs. The fourth article 
in this section, titled "Describes the shapes and forms of the head and neck and their related 
habits and natures", is the part related to our study. In this section, it is claimed that the body 
reflects the inner world of the person and that information about the human habit, character 
and morality can be obtained based on the body structure. The approaches here are 
noteworthy because of their similarity to the approaches to defining humans based on 
physiological foundations, which are prominent in the history of modern psychology (Sevinç, 
2012).  

Artificial intelligence is a discipline that aims to ensure that computer systems have a 
decision mechanism similar to human intelligence. By using large data sets and various 
algorithms and deep learning techniques, systems that can perform complex tasks and have 
learning and decision-making abilities can be developed. Facial recognition is a popular 
application of this technology. By analyzing visual data with advanced artificial intelligence 
architectures, facial expressions and other physical features can be interpreted. This 
widespread use has enabled the effective use of artificial intelligence in psychological 
evaluations such as character analysis. In this way, the data obtained from the individual's 
facial features can be analyzed in detail by artificial intelligence algorithms to obtain 
comprehensive information about their character properties. With its strong analytical 
capabilities in this field, artificial intelligence offers a new perspective on character analysis. 

The main purpose of this study is to combine character analyzes derived from 
physiological characteristics in Marifetnâme with artificial intelligence-based methods. In 
Marifetnâme, personality traits are evaluated by examining the physiological structure of 
prominent parts of the face such as eyes, eyebrows, forehead, nose and mouth. Based on the 
important information obtained here, certain character traits are classified by analyzing the 
person's eye structure. This study discusses the creation of a model that categorizes these 
specific classes with the highest accuracy using multiple CNN (Convolutional Neural 
Network) architectures. It also focuses on how to integrate the model so that character 
properties can be instantly detected using user data obtained from the front camera. 

In the second part, personality theories and commonly used models for analyzing 
personality traits through eye structure are discussed. The third section covers all the details of 
the study, from methodology to model training. Eye structure and personality matches in 
Marifetnâme, details of the data set used, use of Haar Cascade Classifier and facial landmark 
detection algorithm, and model training are among the topics discussed in this section. In the 
last section, a general evaluation was made about the application and the results obtained and 
information was given about the future work plan. 
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2. PERSONALITY ANALYSIS FROM THE EYES 

As a highly social species, humans engage in complex interactions to support 
functioning in all aspects of their lives. Social communication between individuals depends 
on a type of signal exchange and the ability of individuals to make sense of these signals. 
Although speech is the most basic of these signals, there are many more signals such as facial 
expression, body posture, and gaze (Frith and Frith, 2008). One of the richest and most 
powerful tools in social communication is the face, which contains clues about individuals' 
gender, race, age, emotionality and even personal characteristics (Jack and Schyns, 2015). 
The richness of clues encoded in the human face has encouraged the scientific world to 
examine facial features in depth for personality analysis. Different indicators are used to 
describe people's personality types. The Myers-Briggs Indicator of Personality (MBTI) 
identifies a personality in four two-pole psychological dimensions and associates the person 
assessed with his preferences in each dimension: introverted (I) - outward (E), perceiving (S) - 
intuitive (N), thinking (T) - feeling (F) and judging (J) – understanding (P) (Harrington and 
Loffredo, 2010). The MBTI model proposes sixteen different personalities that contain 
combinations of different preferences. Five Factor Model (FFM) is a personality model that 
considers personality according to five basic dimensions. It includes the factors of openness 
(imagination, creativity, adventurism), extraversion (enterprising, talkativeness), adaptability 
(confidence, altruism), emotional balance (anxiety, depression, hostility) and sense of duty 
(self-discipline, order) (Yin et al., 2021). The Hans Eysenck model argues that genetic factors 
and environmental interactions affect personality variations (Eysenck, 2016). In this model, 
three basic dimensions are taken into account: extraversion, emotional stability and 
psychoticism. The most common method used to determine a person's personality in models 
such as MBTI, FFM, Hans Eysenck model is to ask people survey questions and decide on 
their potential personality by adapting their answers to the model (Bahri et al., 2023). 

The organ structure and shape on the face contains information about individuals' 
personalities, in addition to information such as their emotional states, reactions, age and 
gender. Facial expression detection is used in many areas such as personality detection for the 
educational process of individuals (Bahri et al., 2023), diagnosis of neuropsychiatric disorders 
(Hamm et al., 2011), and pain assessment in patients (Rojo et al., 2015). Facial Action Coding 
System (FACS) is one of the most effective methods used in facial emotion analysis. Hidden 
emotions are determined by using micro-expressions formed as a result of emotions in the 
facial muscles (Gavrilescu, 2015). Each facial expression based on anatomical differences is 
considered as an action unit (AU). In each action unit, the position and movement of a certain 
part of the face such as eyebrows, eyes, lips, nose are classified according to their intensity 
and location (Yin et al., 2017), creating 44 action units and each of them is named with a 
different numerical code. 30 of these action units are related to the contraction of specific 
facial muscles, 12 of which are defined for the upper face and 18 for the lower face (Tian et 
al., 2001). Some of the eye identifications made with FACS are shown in Figure 1. 
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Figure 1. Some Eyes Combinations from Facial Action System (Tian et al., 2001) 

Another method that can provide information about a person based on the eyes is eye 
tracking technology. By monitoring a person's eye movements, information such as what the 
person focuses on and for how long, his emotional state, and his reactions to visual stimuli are 
obtained. Eye tracking technology can be used to detect eye fatigue in the work environment 
(Li et al., 2024), to obtain aesthetic appreciation information for products (İlhan and Togay, 
2023), to analyze consumers' risk preference (Zhen et al., 2024), to identify abnormal eye 
movements in patients with depression. It is used in many research fields such as (Gao et al., 
2023). OpenFace, an open source software package, is a tool with important functions such as 
detecting facial expressions, estimating head pose, identifying facial action units, and eye 
gaze classification (Aydın, 2022). Emotient FACET and Affectiva AFFDEX are widely used 
systems to predict emotional reactions such as sadness, fear, joy, disgust and contempt from 
facial expressions in any scenario (Vogel et al., 2023). 

 

3.APPLICATIONS 

In this study, it is aimed to perform real-time personality analysis based on the eye 
structure of the given individuals in the input images. For this purpose, three different models 
were created by training with different architectures that perform the same classification. The 
goal was to identify the architecture that achieved the highest efficiency. AlexNet, ResNet, 
and YOLO architectures were used and compared to determine the model that achieved the 
most accurate results.  

Images in the dataset was trimmed using Haar Cascade Classifier and landmark 
detection. After training using various architectures, the model that achieved the most 
efficient results was made ready to be used on real-time data. Real-time input images were 
also cropped using Haar Cascade Classifier and landmark detection and given as input to the 
trained model. The class detected by the model was associated with a personality trait, taking 
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into account the limitations in Marifetnâme. The steps of our experimental methodology are 
shown in Figure 2. 

 

Figure 2. Flowchart of the Application 

3.1. Evaluation of Eye Structure in Marifetnâme 

The famous Turkish thinker and Sufi, İbrahim Hakkı of Erzurum, who lived in the 
18th century, acquired comprehensive information by benefiting from the works of Islamic 
thinkers who lived before him, and wrote many books by blending this information with the 
knowledge and discoveries of his age. Marifetnâme, which he wrote in 1756, is İbrahim 
Hakkı's most important works. Work; It has an encyclopedic structure in that it includes many 
sciences such as astronomy, anatomy, psychology, geography, mathematics and philosophy. 
The original work is in two volumes and consists of a total of five chapters: an introduction, 
three main chapters and a conclusion. The work, originally in Turkish, had various editions 
made in Egypt, Kazan, Istanbul and Ankara and was translated into Arabic, Persian and 
French (Yılmaz, 2013). 

In this study, information and perspectives about the eye in the anatomy section, 
which is called the "mirror of bodies" by İbrahim Hakkı in Marifetnâme and also contains 
information about physiognomy, are discussed. İbrahim Hakkı argues that the human head 
and neck region has various characteristics and that each feature contains information about 
human morality and character. By benefiting from the views of philosophers, he explains the 
subject as "The clothing of the head and neck limbs" discussed in verse under the title 
(Okumuş, 2008). The evaluations made about the eye structure are as follows; Having a 
hollow eye is evidence of being arrogant. Those with black eyes are obedient, those with red 
eyes are brave. The one with blue eyes is intelligent, the one with hazel eyes is decent and 
well-mannered. Big eyes are elegant and delicate, lumpy eyes are jealous. In this study, 
personality traits are analyzed from this perspective of İbrahim Hakkı. 

3.2. Image Acquisition 

In this study, VGGFace2, a dataset consisting of a total of 3.3 million different images 
belonging to more than 9000 different people, is used (Cao et al., 2018). There are an average 
of 370 photos for each person. It was created by downloading images of individuals selected 
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from different ethnicities, different age groups and different professions from Google image 
search. The images have different resolutions and are different images. The data set is divided 
into 3.1 million training data and 200 thousand test data. In this study, a total of 4150 images 
were selected from the VGGFace2 dataset, including seven different eye structures (black, 
blue, hazel, large, lumpy, red and hollow) analyzed in Marifetnâme. This data is divided into 
80% training data, 10% validation data and 10% test data to be used in neural networks. 

3.3. Pre-Processing 

3.3.1. Haar Cascade Classifier 

Haar Cascade algorithm is a machine learning-based object detection algorithm 
proposed by Paul Viola and Michael Jones in their 2001 article (Viola and Jones, 2001). It is 
noteworthy that the algorithm can distinguish faces and body parts in an image (Yaddanapudi 
et al., 2023). The algorithm is trained with many positive (face-containing) and negative 
(face-free) images and then features are extracted using Haar Features in Figure 3. 

 

Figure 3. Haar object detector Features (Lienhart and Maydt, 2002) 

Each feature is calculated by taking the average of the pixels in the white rectangle and 
the difference between the average of the pixels in the black rectangle. As a result, Haar pixel 
values are calculated using equation (1). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝑆𝑆𝑆𝑆𝑆𝑆 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑆𝑆𝑆𝑆𝑆𝑆 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝    (1) 

If the difference is above a specified value, Haar features are considered to be present. 
The equation needs to be applied for each feature calculation, making it difficult to find 
features for large images. For this purpose, the integral images technique is used, which 
reduces the calculations for one pixel to a process involving four pixels. A machine learning 
algorithm called AdaBoost is used to determine the best features to use when training 
classifiers. The cascade classifier is a decision tree consisting of a combination of classifiers 
added one after the other, making inferences about whether the object is found or not 
(Meddeb et al., 2023). In this study, using Haar Cascade Classifier, the parts containing faces 
were detected from images in the data set and cropped as shown in Figure 4. 
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Figure 4. Face Detection with Haar Cascade Classifier 

3.3.2. Facial Landmark Detection 

Parsing facial features and specific parts of the face is a specific facial analysis 
subproblem. Predefined sets of points that define the shape of the face and are generally 
aligned around the chin, mouth, nose, and eyes are called facial landmarks. Localization of 
facial landmarks is a fundamental step and landmark for many facial analysis methods (Wu 
and Ji, 2019). The landmark point cluster defines facial features as shown in Figure 5. In this 
study, from the face images cropped with Haar Cascade Classifier, the parts where the eyes 
are located were cropped using facial landmarks, as shown in Figure 5. 

 

Figure 5. Cropping Eyes from Images with Face Landmark Detection 

3.4. Training 

AlexNet, ResNet and YOLO are widely used deep learning architectures. In order to 
determine which architecture would give better results, the data set was used with these 
architectures and the results were compared. The training process was carried out over the 
cloud using Google Colab. Training for all architectures was run for 50 epochs with a batch 
size of 32. Accuracy and loss values of the trained models are shown in Table 1. 

Mimari Doğruluk Kayıp 

AlexNet 0.97 0.05 

ResNet 0.76 0.01 

YOLO 0.98 0.01 

Table 1. Accuracy and Loss of Trained Models 
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When models based on different architectures are compared, it is seen that the highest 
performance value is provided by the YOLOv8 architecture. The training and testing accuracy 
graph for the model based on the YOLOv8 architecture is shown in Figure 6. When the graph 
is examined, it is seen that the accuracy values reach high values over time and the 
verification accuracy increases. This shows that the model is learning from the training data. 
In addition, the validation accuracy is higher than the training accuracy, indicating that the 
model has high generalization ability and does not overfit. 

 

Figure 6. The YOLOv8 Eye Detection Accuracy Curve during Train and Validation Process 

The training and validation loss graph for the model based on YOLO architecture is 
shown in Figure 7. When the graph is examined, it can be seen that both training and 
validation loss are decreasing. This shows that the model is learning and its performance is 
improving over time. The fact that the verification loss decreases over time indicates a 
successful training process. 

 

Figure 7. The YOLOv8 Eye Detection Loss Curve during Train and Validation Process 

The detection ability of the trained model was evaluated using test data and the 
complexity matrix in Figure 8 was obtained. The complexity matrix shows that predictions 
based on test data yield successful results without overfitting. 
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Figure 8. Confusion Matrix of YOLOv8 Eye Estimation 

 

4.CONCLUSIONS 

The aim of this study is to determine the personality characteristics of individuals 
through real-time data. In this direction, a new data set was created by using the data taken 
from the VGGFace2 data set and cropping the face regions with the Haar Cascade Classifier 
method and the eye regions with the facial markings coding algorithm. The physiological 
personality approach in Marifetnâme was used as a personality model. Considering this 
approach, training was performed using three different CNN architectures (AlexNet, ResNet 
and YOLO) on the categorized data and the results were compared. The goal here was to find 
the best CNN architecture to use. It has been observed that the YOLOv8 model gives better 
results than AlexNet and ResNet and reaches 98% accuracy. Due to the high detection 
quality, it was decided to use the YOLOv8 eye features specific model in the application. 
Similarly, from real-time data, eye regions were cropped using the Haar Cascade Classifier 
and Facial marks coding system and personality analysis was performed using the YOLOv8 
eye features specific model. In future studies, it is aimed to create artificial intelligence 
models for other personality traits in Marifetnâme and to create a decision tree that allows 
these models to be evaluated together. 
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Abstract 

 The nonlinear conformable model that arises in plasma physics is the 3D conformable 
Zakharov-Kuznetsov equation (CZKE) with power law nonlinearity (PLNL). The current study 
applies a modification of the (𝐺𝐺′/𝐺𝐺)-expansion (𝑀𝑀𝑀𝑀′/𝐺𝐺𝐺𝐺) approach to this model and obtains 
certain closed-form precise wave solutions. By going backwards into the 3D CZKE with PLNL, 
the obtained results are confirmed, and they are noted as being particularly advantageous over a 
number of current methods. For the other nonlinear conformable models in physics, mathematics, 
and engineering, the aforementioned approach could also be used to obtain closed-form wave 
solutions (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶).  
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1  Introduction 
  
Conformable wave models (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) are mathematical tools utilized to represent a broad 

range of phenomena seen in several fields of applied science and materials science, such as physics, 
quantum mechanics, biology, fluid mechanics, electricity, chemistry, plasma physics, and others. 
The practical implementation of complex nonlinear physical elements in various devices 
significantly impacts the outcomes of conformable wave dynamics. This has implications for 
enhancing understanding in this field. In previous studies, various scientific and mathematical 
schemes have been employed to obtain CFWSs for nonlinear CWDs. These techniques include the 
sub-equation method proposed by [1], the extensive sinh-Gordon extension scheme studied by [2, 
3], the sine-Gordon expansion method investigated by [4, 5], the Jacobi elliptic equation method 
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1  Introduction 
  
Conformable wave models (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) are mathematical tools utilized to represent a broad 

range of phenomena seen in several fields of applied science and materials science, such as physics, 
quantum mechanics, biology, fluid mechanics, electricity, chemistry, plasma physics, and others. 
The practical implementation of complex nonlinear physical elements in various devices 
significantly impacts the outcomes of conformable wave dynamics. This has implications for 
enhancing understanding in this field. In previous studies, various scientific and mathematical 
schemes have been employed to obtain CFWSs for nonlinear CWDs. These techniques include the 
sub-equation method proposed by [1], the extensive sinh-Gordon extension scheme studied by [2, 
3], the sine-Gordon expansion method investigated by [4, 5], the Jacobi elliptic equation method 

explored by [6, 7], the first integral method analyzed by [8], the Bernoulli sub-model task scheme 
examined by [9, 10], the extended spectral method proposed by [11], the functional variable 
method studied by [12, 13], the modified simple equation method investigated by [14, 15], the 
generalized Kudryashov method explored by [16, 17], the modified Khater method analyzed by 
[18, 19], the auxiliary equation method proposed by [20], and the exp(−𝜙𝜙(𝜛𝜛))-expansion method 
investigated by [21, 22]. Additionally, a novel generalized method has been introduced. The 
(𝐺𝐺′/𝐺𝐺𝐺𝐺)  approach [23, 24, 25], the (𝐺𝐺â€™/𝐺𝐺) -advanced extension scheme [26], the new 
advanced direct algebraic approach [27, 28], the fractional sub-equation scheme [29], the trial 
equation way [30, 31], and other related methods [32, 33, 34] have been proposed in the literature. 

 The point of this investigation is to utilize the Â 𝑀𝑀𝑀𝑀′/𝐺𝐺𝐺𝐺 approach to determine precise 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 for the 3D CZKE with PLNL [35, 36, 37, 38] in the form  

 ∂𝛾𝛾𝑢𝑢
∂𝑡𝑡𝛾𝛾 + 𝛼𝛼𝑢𝑢𝜈𝜈 ∂𝑢𝑢

∂𝑥𝑥 + 𝛽𝛽 ∂
∂𝑥𝑥 (∂2𝑢𝑢

∂𝑥𝑥2 + ∂2𝑢𝑢
∂𝑦𝑦2 + ∂2𝑢𝑢

∂𝑧𝑧2) = 0, 𝛼𝛼 ≠ 0, 𝛽𝛽 ≠ 0and𝜈𝜈 ≥ 1. (1) 

 Where 𝜈𝜈 represents the PLNL parameter Â and ∂𝛾𝛾

∂𝑡𝑡𝛾𝛾 is the 𝛾𝛾-th order derivative operator in the 
conformable derivative (CV) sense described in the next sector. The Eq. (1) typically appears the 
behavior of weakly nonlinear ion-acoustic waves in a plasma comprising cold ions and hot 
isothermal electrons in the attendance of a uniform magnetic field.Â Eq. (1) involves significant 
interesting equations, for examples 

(i) The 3D CMKdV-ZK equation [39] is given by Equation (1):  

 ∂𝛾𝛾𝑢𝑢
∂𝑡𝑡𝛾𝛾 + 𝛼𝛼𝑢𝑢2 ∂𝑢𝑢

∂𝑥𝑥 + 𝛽𝛽 ∂
∂𝑥𝑥 (∂2𝑢𝑢

∂𝑥𝑥2 + ∂2𝑢𝑢
∂𝑦𝑦2 + ∂2𝑢𝑢

∂𝑧𝑧2) = 0. (2) 

 
(ii) The 3D CZK equation [40]Â is represented by the following equation: 
 

 ∂𝛾𝛾𝑢𝑢
∂𝑡𝑡𝛾𝛾 + 𝛼𝛼𝛼𝛼 ∂𝑢𝑢

∂𝑥𝑥 + 𝛽𝛽 ∂
∂𝑥𝑥 (∂2𝑢𝑢

∂𝑥𝑥2 + ∂2𝑢𝑢
∂𝑦𝑦2 + ∂2𝑢𝑢

∂𝑧𝑧2) = 0. Â (3) 

 The article is structured in the following manner: Section 2 presents an introduction to the 
definition and several aspects of CVs. Section 2 provides a comprehensive explanation of the core 
concept and procedural processes involved in the MG’/GE approach. The solutions of Equation (1) 
are derived using the method described in Section 4. Section 5 presents a visual representation of 
numerical simulations. The final section of the paper presents several findings. 

 
2  Conformable derivative 
 In this context, we present the theory of conformable calculus as discussed in the works of 

[41, 42]. 
 We consider 𝜌𝜌: (0, ∞) → ℝ, then CV of 𝜌𝜌 of order 𝛾𝛾:  

  𝑡𝑡𝐷𝐷𝛾𝛾𝜌𝜌(𝑡𝑡) = 𝑙𝑙𝑙𝑙𝑚𝑚𝜀𝜀→0
𝜌𝜌(𝑡𝑡+𝜀𝜀𝑡𝑡1−𝛾𝛾)−𝜌𝜌(𝑡𝑡)

𝜀𝜀 ,      𝑡𝑡 > 0,      0 < 𝛾𝛾 ≤ 1. (4) 
 The Conformable derivative possesses in the following properties. 

We will analyze the conditions 0 < 𝛾𝛾 ≤ 1  and 𝜌𝜌 , 𝜌𝜌  being 𝛾𝛾 -differentiable at a certain 
point 𝑡𝑡.   
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    •  𝑡𝑡𝐷𝐷𝛾𝛾(𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏) = 𝑎𝑎(𝑡𝑡𝐷𝐷𝛾𝛾𝑣𝑣) + 𝑏𝑏(𝑡𝑡𝐷𝐷𝛾𝛾𝜌𝜌).  
    •  𝑡𝑡𝐷𝐷𝛾𝛾(𝑡𝑡𝜇𝜇) = 𝜇𝜇𝑡𝑡𝜇𝜇−𝛾𝛾.  
    •  𝑡𝑡𝐷𝐷𝛾𝛾(𝜌𝜌 + 𝜌𝜌) = 𝜌𝜌(𝑡𝑡𝐷𝐷𝛾𝛾𝜌𝜌) + 𝜌𝜌(𝑡𝑡𝐷𝐷𝛾𝛾𝜌𝜌).  

    •  𝑡𝑡𝐷𝐷𝛾𝛾(𝜌𝜌
𝜌𝜌) = 𝑢𝑢(𝑡𝑡𝐷𝐷𝛾𝛾𝜌𝜌)−𝜌𝜌(𝑡𝑡𝐷𝐷𝛾𝛾𝜌𝜌)

𝜌𝜌2 .  

    •  𝑡𝑡𝐷𝐷𝛾𝛾𝜌𝜌(𝜌𝜌𝜌𝜌𝜌𝜌)(𝑡𝑡) = 𝑡𝑡1−𝛾𝛾𝜌𝜌′(𝑡𝑡)𝜌𝜌′(𝜌𝜌(𝑡𝑡)).  
 
 
3  The methodology 
 First, we investigate the nonlinear conformable partial differential equation:  

 𝐸𝐸(Υ, ∂𝛾𝛾Υ
∂𝑡𝑡𝛾𝛾 , ∂Υ

∂𝑥𝑥 , ∂Υ
∂𝑦𝑦 , ∂Υ

∂𝑧𝑧 , ∂2𝛾𝛾Υ
∂𝑡𝑡2𝛾𝛾 , ∂2Υ

∂𝑥𝑥2) = 0,          𝑡𝑡 ≥ 0,      0 < 𝛾𝛾 ≤ 1, (5) 

 where 𝐸𝐸 is a function of Υ(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡). Let  

 Υ = Υ(𝜛𝜛) = Υ(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡),            𝜛𝜛 = 𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 − 𝑐𝑐 𝑡𝑡𝛾𝛾

𝛾𝛾 , 
 where 𝑐𝑐 stands for wave speed. Then the Eq. (5) becomes:  

 𝐹𝐹(Υ, ∂Υ
∂𝜛𝜛 , ∂2Υ

∂𝜛𝜛2 , … ) = 0. (6) 
 

 Step 1: Calculate the value of N using the balance procedure as described in Equation (6). 
 Step 2: Considering the solution of Eq. (6):  
 Υ(𝜛𝜛) = ∑𝑀𝑀

𝑖𝑖=0 𝑎𝑎𝑖𝑖𝐿𝐿𝑖𝑖 + ∑𝑀𝑀
𝑖𝑖=1 𝑏𝑏𝑖𝑖𝐿𝐿𝑖𝑖−1𝐻𝐻, (7) 

  where 𝐿𝐿 = 𝐺𝐺′
𝐺𝐺 , 𝐻𝐻 = 𝑁𝑁′

𝑁𝑁  and 𝐺𝐺 = 𝐺𝐺(𝜛𝜛) and 𝑁𝑁 = 𝑁𝑁(𝜛𝜛) represents  
 𝐺𝐺′(𝜛𝜛) = −𝐺𝐺(𝜛𝜛)𝑁𝑁(𝜛𝜛), (8) 
 𝑁𝑁′(𝜛𝜛) = 1 − 𝑁𝑁(𝜛𝜛)2. (9) 

  The above equations give:  
 𝐺𝐺(𝜛𝜛) = ±𝑠𝑠𝑠𝑠𝑠𝑠ℎ(𝜛𝜛), 𝑁𝑁(𝜛𝜛) = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝜛𝜛), (10) 
 𝐺𝐺(𝜛𝜛) = ±𝑐𝑐𝑐𝑐𝑐𝑐ℎ(𝜛𝜛), 𝑁𝑁(𝜛𝜛) = 𝑐𝑐𝑐𝑐𝑐𝑐ℎ(𝜛𝜛). (11) 

 
 Step 3: A polynomial expression that includes the variables 𝐿𝐿 or 𝑁𝑁 can be derived by 

inserting equation (7) into equation (6). The procedure of equating the coefficients of the equivalent 
power of 𝐿𝐿  or 𝑁𝑁  to zero results in a system of algebraic equations. Subsequently, the 
aforementioned equations can be resolved by employing the software MAPLE in order to obtain 
the respective values of 𝑎𝑎𝑖𝑖 and 𝑏𝑏𝑖𝑖. 

 
4  Implementation of the nonlinear conformable model arising 

in plasma physics 
 In this section, we will employ the proposed method discussed in Section 2 to solve 

Equation (1). Let  

 𝑢𝑢 = 𝑈𝑈(𝜛𝜛)        𝜛𝜛 = 𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 − 𝜆𝜆 𝑡𝑡𝛾𝛾

𝛾𝛾 , (12) 
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 First, we investigate the nonlinear conformable partial differential equation:  

 𝐸𝐸(Υ, ∂𝛾𝛾Υ
∂𝑡𝑡𝛾𝛾 , ∂Υ

∂𝑥𝑥 , ∂Υ
∂𝑦𝑦 , ∂Υ

∂𝑧𝑧 , ∂2𝛾𝛾Υ
∂𝑡𝑡2𝛾𝛾 , ∂2Υ

∂𝑥𝑥2) = 0,          𝑡𝑡 ≥ 0,      0 < 𝛾𝛾 ≤ 1, (5) 

 where 𝐸𝐸 is a function of Υ(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡). Let  

 Υ = Υ(𝜛𝜛) = Υ(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡),            𝜛𝜛 = 𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 − 𝑐𝑐 𝑡𝑡𝛾𝛾

𝛾𝛾 , 
 where 𝑐𝑐 stands for wave speed. Then the Eq. (5) becomes:  

 𝐹𝐹(Υ, ∂Υ
∂𝜛𝜛 , ∂2Υ

∂𝜛𝜛2 , … ) = 0. (6) 
 

 Step 1: Calculate the value of N using the balance procedure as described in Equation (6). 
 Step 2: Considering the solution of Eq. (6):  
 Υ(𝜛𝜛) = ∑𝑀𝑀

𝑖𝑖=0 𝑎𝑎𝑖𝑖𝐿𝐿𝑖𝑖 + ∑𝑀𝑀
𝑖𝑖=1 𝑏𝑏𝑖𝑖𝐿𝐿𝑖𝑖−1𝐻𝐻, (7) 

  where 𝐿𝐿 = 𝐺𝐺′
𝐺𝐺 , 𝐻𝐻 = 𝑁𝑁′

𝑁𝑁  and 𝐺𝐺 = 𝐺𝐺(𝜛𝜛) and 𝑁𝑁 = 𝑁𝑁(𝜛𝜛) represents  
 𝐺𝐺′(𝜛𝜛) = −𝐺𝐺(𝜛𝜛)𝑁𝑁(𝜛𝜛), (8) 
 𝑁𝑁′(𝜛𝜛) = 1 − 𝑁𝑁(𝜛𝜛)2. (9) 

  The above equations give:  
 𝐺𝐺(𝜛𝜛) = ±𝑠𝑠𝑠𝑠𝑠𝑠ℎ(𝜛𝜛), 𝑁𝑁(𝜛𝜛) = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝜛𝜛), (10) 
 𝐺𝐺(𝜛𝜛) = ±𝑐𝑐𝑐𝑐𝑐𝑐ℎ(𝜛𝜛), 𝑁𝑁(𝜛𝜛) = 𝑐𝑐𝑐𝑐𝑐𝑐ℎ(𝜛𝜛). (11) 

 
 Step 3: A polynomial expression that includes the variables 𝐿𝐿 or 𝑁𝑁 can be derived by 

inserting equation (7) into equation (6). The procedure of equating the coefficients of the equivalent 
power of 𝐿𝐿  or 𝑁𝑁  to zero results in a system of algebraic equations. Subsequently, the 
aforementioned equations can be resolved by employing the software MAPLE in order to obtain 
the respective values of 𝑎𝑎𝑖𝑖 and 𝑏𝑏𝑖𝑖. 

 
4  Implementation of the nonlinear conformable model arising 

in plasma physics 
 In this section, we will employ the proposed method discussed in Section 2 to solve 

Equation (1). Let  

 𝑢𝑢 = 𝑈𝑈(𝜛𝜛)        𝜛𝜛 = 𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 − 𝜆𝜆 𝑡𝑡𝛾𝛾

𝛾𝛾 , (12) 

 By substituting the connection (12) and its derivatives into equation (1), we may obtain the 
following expression:  

 −𝜆𝜆 ∂𝑈𝑈
∂𝜛𝜛 + 𝛼𝛼𝑈𝑈𝜈𝜈 ∂𝑈𝑈

∂𝜛𝜛 + 𝑏𝑏 ∂
∂𝜛𝜛 (∂2𝑈𝑈

∂𝜛𝜛2 + ∂2𝑈𝑈
∂𝜛𝜛2 + ∂2𝑈𝑈

∂𝜛𝜛2) = 0. (13) 
 By doing the process of integration on the aforementioned equation, we obtain:  

 −𝜆𝜆𝜆𝜆 + 𝛼𝛼
𝜈𝜈+1 𝑈𝑈𝜈𝜈+1 + 3𝛽𝛽 ∂2𝑈𝑈

∂𝜛𝜛2 = 0. (14) 

 By using the algebraic transformation 𝑈𝑈 = 𝑣𝑣
1
𝜈𝜈, Equation (14) can be rewritten as:  

 3𝑏𝑏𝑏𝑏(𝜈𝜈 + 1)𝑣𝑣 ∂2𝑣𝑣
∂𝜛𝜛2 + 3𝑏𝑏(𝜈𝜈2 − 1)( ∂𝑣𝑣

∂𝜛𝜛)2 − 𝜈𝜈2(1 + 𝜈𝜈)𝑉𝑉𝑣𝑣2 + 𝛼𝛼𝜈𝜈2𝑣𝑣3 = 0, 𝑛𝑛 ≠ 0, ±1 (15) 
 Through the balance rule on the Eq. (15), yields 𝑀𝑀 = 2. Accordingly, Eq. (15) diminishes to  

 𝑣𝑣(𝜛𝜛) = 𝑎𝑎0 − 𝑎𝑎1𝑁𝑁 + 𝑎𝑎2𝑁𝑁2 − 𝑏𝑏1𝑁𝑁 + 𝑏𝑏1
𝑁𝑁 − 𝑏𝑏2 + 𝑏𝑏2𝑁𝑁2 (16) 

 where 𝑎𝑎0, 𝑎𝑎1, 𝑎𝑎2, 𝑏𝑏1 and 𝑏𝑏2 are constants. Inserting Eq. (16) into Eq. (15) and then evaluating 
each coefficients of 𝐿𝐿 or 𝑁𝑁 to zeros, we get: 
  Case I:  

𝜆𝜆 = − 3(3𝜈𝜈+1)𝛽𝛽
𝜈𝜈2 ,      𝑎𝑎0 = 𝛼𝛼𝛼𝛼𝑏𝑏2+6𝛽𝛽𝛽𝛽+6𝛽𝛽

𝛼𝛼𝛼𝛼 ,      𝑎𝑎1 = 0,      𝑎𝑎2 = − 𝛼𝛼𝛼𝛼𝑏𝑏2+18𝛽𝛽𝛽𝛽+18𝛽𝛽
𝛼𝛼𝛼𝛼 ,      𝑏𝑏1 = 0. 

  Case II:  
𝜆𝜆 = 3(5𝜈𝜈−1)𝛽𝛽

𝜈𝜈2 ,      𝑎𝑎0 = 𝛼𝛼𝛼𝛼𝑏𝑏2+18𝛽𝛽𝛽𝛽+18𝛽𝛽
𝑎𝑎𝑎𝑎 ,      𝑎𝑎1 = 0,      𝑎𝑎2 = − 𝛼𝛼𝛼𝛼𝑏𝑏2+18𝛽𝛽𝛽𝛽+18𝛽𝛽

𝛼𝛼𝛼𝛼 ,      𝑏𝑏1 = 0. 
Taking case I into account, the solutions of Eq. (1) can be obtained as 

 

 𝑢𝑢1(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) = (−12𝛽𝛽(𝜈𝜈+1)
𝛼𝛼𝛼𝛼 + 18𝛽𝛽(𝜈𝜈+1)

𝛼𝛼𝛼𝛼 𝑠𝑠𝑠𝑠𝑠𝑠ℎ2(𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 + 3𝛽𝛽(2𝜈𝜈+1)
𝜈𝜈2

𝑡𝑡𝛾𝛾

𝛾𝛾 ))
1
𝜈𝜈, (17) 

 𝑢𝑢2(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) = (−12𝛽𝛽(𝜈𝜈+1)
𝛼𝛼𝛼𝛼 − 18𝛽𝛽(𝜈𝜈+1)

𝛼𝛼𝛼𝛼 𝑐𝑐𝑐𝑐𝑐𝑐ℎ2(𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 + 3𝛽𝛽(2𝜈𝜈+1)
𝜈𝜈2

𝑡𝑡𝛾𝛾

𝛾𝛾 ))
1
𝜈𝜈. (18) 

 Taking case II into account, the solutions of Eq. (1) can be obtained as  

 𝑢𝑢3(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) = (18𝛽𝛽(𝜈𝜈+1)
𝑎𝑎𝑎𝑎 𝑠𝑠𝑠𝑠𝑠𝑠ℎ2(𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 + 3𝛽𝛽(2𝜈𝜈+1)

𝜈𝜈2
𝑡𝑡𝛾𝛾

𝛾𝛾 ))
1
𝜈𝜈, (19) 

 𝑢𝑢4(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡) = (− 18𝛽𝛽(𝜈𝜈+1)
𝑎𝑎𝑎𝑎 𝑐𝑐𝑐𝑐𝑐𝑐ℎ2(𝑥𝑥 + 𝑦𝑦 + 𝑧𝑧 + 3𝛽𝛽(2𝜈𝜈+1)

𝜈𝜈2
𝑡𝑡𝛾𝛾

𝛾𝛾 ))
1
𝜈𝜈. (20) 

 
 
5  Graphical Representation 
 In this part, all of our obtained closed-form exact wave solutions are represented in the 

following figures 1-4. These figures describe the Real 3𝐷𝐷, complex 3𝐷𝐷, real contour and complex 
contour shapes of 𝑢𝑢𝑖𝑖(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑡𝑡)  (𝑖𝑖 = 1,2,3,4). Figures 1-4 show solutions given by Eq. (1) with the 
parameters 𝛾𝛾 = 0.35, 𝑎𝑎 = 0.1, 𝛽𝛽 = 0.2, 𝑛𝑛 = 2, 𝑏𝑏2 = 0.5 and 𝑡𝑡 = 0.01 for contour shapes.   
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(a) Real 3D surface (b) Complex 3D surface 

  
(c) Real contour shape (d) Comlex contour shape 

 
Figure  1: Surface illustration of the result of the Eq. (17) under the parameters α = 0.1, β = 0.2,  

γ = 0.35, ν = 2, b2 = 0.5 and t = 0.01 for contour shapes. 
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(a) Real 3D surface (b) Complex 3D surface 

  
(c) Real contour shape (d) Comlex contour shape 

 
Figure  1: Surface illustration of the result of the Eq. (17) under the parameters α = 0.1, β = 0.2,  

γ = 0.35, ν = 2, b2 = 0.5 and t = 0.01 for contour shapes. 
   

 
 

(a) Real 3D surface (b) Complex 3D surface 

  
(c) Real contour shape (d) Comlex contour shape 

 
Figure  2: Surface illustration of the result of the Eq. (18) under the parameters α = 0.1, β = 0.2,  

γ = 0.35, ν = 2, b2 = 0.5 and t = 0.01 for contour shapes. 
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(a) Real 3D surface (b) Complex 3D surface 

  

(c) Real contour shape (d) Complex contour shape 
 

Figure  3: Surface illustration of the result of the Eq. (19) under the parameters α = 0.1, β = 0.2, 
γ = 0.35, ν = 2, b2 = 0.5 and t = 0.01 for contour shapes. 
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(a) Real 3D surface (b) Complex 3D surface 

  

(c) Real contour shape (d) Complex contour shape 
 

Figure  3: Surface illustration of the result of the Eq. (19) under the parameters α = 0.1, β = 0.2, 
γ = 0.35, ν = 2, b2 = 0.5 and t = 0.01 for contour shapes. 

 

 
 

(a) Real 3D surface (b) Complex 3D surface 

  
(c) Real contour shape (d) Complex 3D surface 

 
Figure  4: Surface illustration of the result of the Eq. (20) under the parameters a = 0.1, β = 0.2,  

γ = 0.35, n = 2, b2 = 0.5 and t = 0.01 for contour shapes.   
 

6  Conclusion 
 This study successfully demonstrates the efficacy of the proposed approach in obtaining 

CFWSs expressed in terms of hyperbolic tasks for the 3D CZKE with PLNL. Precise CFWSs are 
employed in diverse domains of non-linear dynamics, such as physics, nonlinear optics, fluid 
mechanics, plasma physics, biology, quantum mechanics, electricity, chemistry, among others. 
Based on the obtained results, it can be inferred that the explored methodology has notable efficacy 
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and confidence in generating diverse novel outputs for different nonlinear conformable models. 
Hence, the investigation of closed-form solutions for an additional nonlinear conformable model 
using the proposed methodology warrants further scholarly exploration. 
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Abstract  

In this study, the vertical motion of the falling body problem is considered by the 
newly given M-derivative and generalized fractional derivative. Analytical solutions to the 
modeling problem are obtained and supported by various graphs including different values 
comparatively with M-derivative and generalized fractional derivatives. The Laplace 
transform is used as the method of choice [1-4]. 

 
Keywords: M-derivative; Generalized fractional derivative; Mathematical Model; Laplace 

transform. 

1. INTRODUCTION 

Fractional analysis is a mathematical field that has been the focus of interest of many 
mathematicians from the past to the present, expressing that the orders of derivative and 
integral operators can be derivatives of arbitrary numbers. Fractional analysis is as old as 
classical analysis. The first definition of the derivative is the nth order derivative of

n

n

d y y
dx

  for n N  in 1695 by Leibniz, and L'Hospital's letter to Leibniz asking whether 

the order of the derivative should be fractional can be shown as the origin of fractional 
analysis. After Leibniz defined the fractional order derivative, the use of derivative and 
integral became widespread. In parallel with this widespread use, there was a need for further 
development of the derivative and integral.  

The non-integer order derivative, or fractional derivative as it is commonly used, is as 
important and old as the integer order derivative, yet for many years it was not used by the 
scientific community. Today, the fractional derivative includes a large number of important 
definitions, each of which is unique and applied in its way [7-9]. Since 1974, after the first 
international conference on the fractional derivative, it has been recognized and consolidated 
with numerous applications in fields as diverse as mathematics, physics, biology, and 
engineering. Famous mathematicians such as Lagrange, Abel, Euler, Liouville, Liouville, 
Riemann and more recently Caputo and Mainardi have contributed to this recognition and 
popularisation.  In this direction, various types of fractional derivatives were introduced by 
Riemann-Liouville, Caputo, Hadamard, Caputo-Hadamard, and Riesz [10]. Most of these 
derivatives are represented by the Riemann-Liouville fractional integral structure. 
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In 2017, Jarad, Ugurlu, Abdeljawad, and Baleanu introduced a new fractional 
derivative called the Liouville-Caputo fractional compatible derivative [11]. In the same year, 
Sousa and Oliveira found an M-derivative involving the Mittag-Leffler function with a 
parameter satisfying the properties of the integer order calculus [3]. The fractional 
computation methods used in the past are compared with the results obtained in different 
types of real-life problems [12-20].  

In 2020, Fahd Jarad and Thabet Abdeljawad calculated generalized fractional 
differential equations of many orders using the generalized Laplace transform [4]. The results 
obtained by comparing the results obtained previously for classical differential equations with 
fractional Riemann-Liouville and Caputo derivatives by the classical Laplace transform with 
the results obtained for generalized fractional derivatives solved by the generalized Laplace 
transform are compared with the previous results. In this context, it is suggested that 
generalized fractional differential equations solved by generalized Laplace transform can be 
used as a more effective tool for solving dynamical systems depending on generalized 
fractional operators with singular kernels. Moreover, this method opens the possibility of 
developing a new integral transformation that can be easily applied to solve dynamical 
systems with nonsingular fractional operators [4]. 

In this paper, the vertical motion of falling body problems used in different 
disciplines from the past to the present are solved using the classical derivative, M-derivative, 
and generalized fractional derivative. Before solving these problems, some important 
theorems about auxiliary operators, including some other types of fractional operators, that 
successfully reflect the properties of standard fractional calculus, are discussed. In this 
context, we will obtain the solution of the vertical motion of the falling body problem using 
the Laplace transform of the M-derivative and the generalized Laplace transform of the 
generalized fractional derivative. The obtained analytical results will be shown on the graph 
and compared with the results of the methods previously applied to these problems [4-6]. 

The vertical motion of falling body problem is widely used in physics, engineering, 
and aviation. With this problem, the amount and distance of the fall of an object released from 
any height or thrown with a certain speed are calculated according to gravity, air friction, and 
time variables. The historical beginning of this problem in science has reached the present day 
with Newton's three laws of motion. The vertical motion of a falling body problem in a 
resistive medium is defined classically as, 

( ) ( )dv tm mg mkv t
dt

    

0(0) .v v  

Where ( )( / )v t m s  is velocity, ( )t s is time, 2( / )g m s is gravitational acceleration, 

( )m kg  is mass, and 1( )k s is air resistance [1,5]. 
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2.GENERAL PROPERTIES OF METHOD 

2.1.M-DERIVATIVE 

Let :[0, )f   and 0.t   For 0 1  we define the M-derivative of order  of function
f [3], 

,
M 0

( ( )) ( )
lim

f tE t f t
 











 . 

2.2. LAPLACE TRANSFORM OF M-DERIVATIVE 

Let :[ , )f a   , a , 0  and 0 1  . Then the Laplace transform by means of 
truncated M-derivative is defined below [3], 

( 1)( )
1

, , 0
{f (t)} { } ( 1) ( )( ) .

t asaa F s e f t t a dt
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Through the M-derivative, we can express the Laplace transforms of some functions as 
follows [3]: 
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2.3. GENERALIZED FRACTIONAL DERIVATIVE  

Let ( ), ( , )g t a b  be a strictly increasing function with continuous derivative g in the 
interval ( ), ( , )g t a b . For ( ) 0  , the left Riemann-Liouville fractional integral of  f with 
respect to the function g of order  , 

1
g

1( )( ) ( ( ) ( )) ( ) ( ) (2.1)
( )

t

a a
I f t g t g u f u g u du 


  

 
 

is defined in the form clearly, when, ( )g t t 2.1 is the classical Riemann-Liouville fractional 
integral and when ( )g t lnt 2.1 is the Hadamarad fractional integral [4]. Therefore, 2.1 can 
be treated as a generalized Riemann-Liouville fractional integral. For ( ) 0  , the left 
Riemann-Liouville fractional derivative of a function f of order with respect to g is defined 
as 

1
g

1( )
( )( )( ) ( ( ) ( )) ( ) ( ) . (2.2)
( )

n

t n
a a

d
g t dtD f t g t g u f u g u du

n
 


   

  
  

Where ( )[ ( )] 1, 0, 2,... .in g i n      It is clear that when ( )g t t , 2.2 is the classical 
Riemann-Liouville fractional derivative and when ( )g t lnt , 2.2  is the Hadamard fractional 
derivative [4]. 

2.4. GENERALIZED LAPLACE TRANSFORM OF GENERALIZED FRACTIONAL DERIVATIVE 

Let 0  for any 0b  and let [ , ]n
gf AC a b . For [ , ]ng C a b and ( ) 0g t  , let

, 0,1, , 1n k
a gI f k n     be the function f of exponential order ( )g t ,    

1
1

g g g
0
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k
D f t s s f t s I f aa
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
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

    

equality is defined as Laplace transform of the generalized fractional derivative [4]. 

2.5. GENERALIZED LAPLACE TRANSFORM OF GENERALIZED FRACTIONAL DERIVATIVE 

Let ( ) 0  and 1| |
s


 . Some generalized Laplace transforms of the Mittag Leffler 

functions are given below [4]. 
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3.APPLICATIONS 

3.1. THE VERTICAL MOTION OF FALLING BODY PROBLEM WITH M-DERIVATIVE 

If the vertical motion problem of a falling body is written using the M-derivative operator 
instead of the classical derivative and using initial conditions,  

 
, ( ) ( ),a Mm D v t mg mkv t     0,  0 1   

 0(0)v v  
equation is obtained. Where  v t is the velocity, t is time, g is the gravitational acceleration, m
is the mass and k is the air resistance. If the Laplace transform of the M-derivative is applied 
to equation, 

 
,

, , ,{ ( )} { } { ( )} (3.1)aa
a M

aL D v t g kv t 
            

  
results are obtained. When the obtained results are substituted in equation 3.1, 
 

 
0, ( ) , ( ) (3.2)gsv s v kv s

s      
 

 

is obtained. When , ( )v s   is left alone in equation3.2 as follows,
 

 

0, ( ) (3.3)
( ) ( )

v g gv s
s k sk k s k    
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equation is obtained. If the inverse Laplace transform of the M-derivative is applied to both 
sides of the equation 3.3, 
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equation is found. From property 2 of the Laplace transform of the M-derivative, 
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0( ) ( )
k tg gv t v e

k k
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solution is obtained. With this solution, the velocity function is obtained. Since it is known 
that height is velocity time , 
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k tg gtH t h t v e

k k
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  
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the height function is obtained. 

3.2. THE VERTICAL MOTION OF FALLING BODY PROBLEM WITH GENERALIZED 

FRACTIOANAL DERIVATIVE 

 The vertical motion problem of a falling body using the generalized fractional 
derivative operator and initial conditions,  

 g ( ) ( ),am D v t mg mkv t    ,t a 0 1,  R,k  

 
1

0 g 0(0) (0 )v I v    
is expressed as. Where  v t is the velocity, t  is time, g is the gravitational acceleration, m is 
the mass and k is the air resistance. If the generalized Laplace transform is applied to equation,   
 g g g g{ ( )} { } { ( )} (3.4)a D t g kv t         
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results are obtained. When the obtained results are substituted in equation 3.4, 
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is obtained. If g ( )v s  is left alone in equation 3.5, 
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g ( )

( ) ( )
v gv s

s k s s k  
 

 

equality is found. If the generalized inverse Laplace transform is applied to both sides of this 
equation; 

 

1 1 10
g g g g

g{ (s)}
s +k s(s +k)

{ } { }v v
 

       

equation is obtained. From property 2 of the generalized Laplace transform of the Mittag 
Leffler function, 

 

 

1
g 0 ,(t) ( )( ( ) ( )) ( ( ( ) ( )) ) (3.6)g gv v g t g a E k g t g a

k k
 

 
       

equation is obtained. It is known that the generalized fractional derivative for ( )g t t  is the 
classical Riemann Lioville. If ( )g t t  is taken in equation 3.6, 

 

1
, 0(t) ( )( )g gv t E kt v

k k
 

 
     

solution is obtained. With this solution, the velocity function is obtained. Since it is known 
that height is velocity time , 

 
, 0(t) ( )( )g gtH h t E kt v

k k
 

       

the height function is obtained. The vertical falling body problem is solved with M-derivative 
and generalized fractional derivatives, 31.400 ,h m 0 5 / ,v m s 29 /g m s and the results 
obtained at different derivative orders are shown on graphs and compared to other solutions 
[1-3]. 
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4.CONCLUSIONS 

It is possible to use some general expressions by interpreting the results obtained from 
the solutions with classical derivative, M-derivative, and generalized fractional derivatives on 
the graph. In this direction, it has been observed that there are differences in the direction, 
intensity, rate of change, etc. of the graphs according to the values of  and  in the solutions 
made in fractional derivative orders. It is predicted that different results can be obtained by 
using any of the orders in the range of 0 1 according to the application area in which the 
problems to which we apply fractional order derivative will be used. When the fractional 
derivative orders were chosen close to 1while solving the vertical motion of a falling body 
problem, the curves moved similarly to the curve in the classical solution. 
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            Abstract: 

              In this study, the soliton solutions of the extended type nonlinear Schrödinger 
equation are investigated using an extended direct algebraic method. The solutions are found 
in the form of hyperbolic, trigonometric, and rational functions. Various types of well-known 
optical solitons, including dark, bright and combo optical soliton have been extracted here. 

 
 Keywords: Extended direct algebraic method; the extended type NLSE; Optical soliton; 
Soliton. 
 
 
Introduction 
 
The present paper deals with an extended nonlinear Schrödinger (ENLS) equation, expressed 
in the following dimensionless form: 

             
𝜑𝜑𝑡𝑡 + 3𝛼𝛼|𝜑𝜑|2𝜑𝜑𝑥𝑥 − 𝑖𝑖𝑖𝑖𝜑𝜑𝑥𝑥𝑥𝑥 + 𝜎𝜎𝜑𝜑𝑥𝑥𝑥𝑥𝑥𝑥 − 𝑖𝑖𝑖𝑖|𝜑𝜑|2𝜑𝜑 = 0,                                    (1) 

                            

where 𝜑𝜑(𝑥𝑥, 𝑡𝑡) is the unknown complex field, subscripts denote partial derivatives, and α, ρ, σ 
and δ are real constants. Equation (1) has important applications in distinct physical and 
mathematical contexts. 

1.General properties of proposed method 
First of all, the considered nonlinear partial differential equations (NLPDEs)                                                  

𝑃𝑃(𝑢𝑢, 𝑢𝑢𝑡𝑡, 𝑢𝑢𝑥𝑥, 𝑢𝑢𝑡𝑡𝑡𝑡, 𝑢𝑢𝑥𝑥𝑥𝑥, ⋯ ) = 0                                                       (1.1) 

may be reduced into nonlinear ordinary differential equation by using the wave 
transformation 

                                                 𝑢𝑢(𝑥𝑥, 𝑡𝑡) = 𝑈𝑈(𝜀𝜀),      𝜀𝜀 = 𝑥𝑥 − 𝑣𝑣𝑣𝑣.                                             (1.2) 

as 

                                                 𝐺𝐺(𝑈𝑈, 𝑈𝑈´, 𝑈𝑈´´, ⋯ ) = 0                                                            (1.3) 

where v ≠ 0 and  𝑈𝑈′ = 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 .  Now, Suppose that the solution of Eq. (1.3) can be consid- ered as 

following 
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                                          𝑈𝑈(𝜀𝜀) = ∑ 𝜒𝜒𝑖𝑖𝜑𝜑𝑖𝑖(𝜀𝜀),            𝜒𝜒𝑁𝑁 ≠ 0𝑁𝑁
𝑖𝑖=0                                            (1.4) 

Where 𝜒𝜒𝑖𝑖, (0 ≤ i ≤ n) are constant coefficients to be determined later and 𝜑𝜑(𝜀𝜀) satisfies the 
ODE in theform of 

                         𝜑𝜑´(𝜀𝜀) = ln(𝐴𝐴)[𝛼𝛼 + 𝛽𝛽𝛽𝛽(𝜌𝜌) + 𝛾𝛾𝜑𝜑2(𝜌𝜌)],      𝐴𝐴 ≠ 0, 1                                        (1.5)  

where 𝛼𝛼, 𝛽𝛽 𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 are real constants and respect to parameters seen in the auxiliary equation 
there are many solutions listed below: 

1- When β2 − 4αγ < 0 and γ ≠ 0, 

        

𝜑𝜑1(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 + √−(β2 − 4αγ)

2𝛾𝛾 𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (√−(β2 − 4αγ)
2 𝜀𝜀)                                                      (1.6) 

𝜑𝜑2(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 − √−(β2 − 4αγ)

2𝛾𝛾 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (√−(β2 − 4αγ)
2 𝜀𝜀)                                                       (1.7) 

𝜑𝜑3(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 + √−(β2 − 4αγ)

2𝛾𝛾
× [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (√−(β2 − 4αγ)𝜀𝜀) ± √𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴 (√−(β2 − 4αγ)𝜀𝜀)]                        (1.8) 

𝜑𝜑4(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 + √−(β2 − 4αγ)

2𝛾𝛾
× [𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (√−(β2 − 4αγ)𝜀𝜀) ± √𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴 (√−(β2 − 4αγ)𝜀𝜀)]                        (1.9) 

𝜑𝜑5(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 + √−(β2 − 4αγ)

4𝛾𝛾

× [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (√−(β2 − 4αγ)𝜀𝜀
4 ) − 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (√−(β2 − 4αγ)𝜀𝜀

4 )]                           (1.10) 

 

        2-When β2 − 4αγ > 0 and γ ≠ 0 

𝜑𝜑6(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 − √β2 − 4αγ

2𝛾𝛾 𝑡𝑡𝑡𝑡𝑡𝑡ℎ𝐴𝐴 (√β2 − 4αγ
2 𝜀𝜀)                                                               (1.11) 

𝜑𝜑7(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 − √β2 − 4αγ

2𝛾𝛾 𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴 (√β2 − 4αγ
2 𝜀𝜀)                                                                (1.12) 

𝜑𝜑8(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 + √β2 − 4αγ

2𝛾𝛾 [𝑡𝑡𝑡𝑡𝑡𝑡ℎ𝐴𝐴 (√β2 − 4αγ𝜀𝜀) ± 𝑖𝑖√𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝐴𝐴 (√β2 − 4αγ𝜀𝜀)]       (1.13) 

𝜑𝜑9(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 + √β2 − 4αγ

2𝛾𝛾 [𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴 (√β2 − 4αγ𝜀𝜀) ± √𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴 (√β2 − 4αγ𝜀𝜀)]          (1.14) 
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𝜑𝜑10(𝜀𝜀) = − 𝛽𝛽
2𝛾𝛾 − √β2 − 4αγ

4𝛾𝛾 [𝑡𝑡𝑡𝑡𝑡𝑡ℎ𝐴𝐴 (√β2 − 4αγ𝜀𝜀
4 ) ± 𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴 (√β2 − 4αγ𝜀𝜀

4 )]             (1.15) 

 3-When αγ > 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛽𝛽 = 0  

𝜑𝜑11(𝜀𝜀) = √
𝛼𝛼
𝛾𝛾 𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(√αγ𝜀𝜀)                                                                                                             (1.16) 

𝜑𝜑12(𝜀𝜀) = −√
𝛼𝛼
𝛾𝛾 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(√αγ𝜀𝜀)                                                                                                           (1.17) 

𝜑𝜑13(𝜀𝜀) = √
𝛼𝛼
𝛾𝛾 [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(2√αγ𝜀𝜀) ± √𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴(2√αγ𝜀𝜀)]                                                                (1.18) 

𝜑𝜑14(𝜀𝜀) = √
𝛼𝛼
𝛾𝛾 [𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2√αγ𝜀𝜀) ± √𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2√αγ𝜀𝜀)]                                                                 (1.19) 

𝜑𝜑15(𝜀𝜀) = 1
2 √

𝛼𝛼
𝛾𝛾 [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (√αγ

2 𝜀𝜀) − 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (√αγ
2 𝜀𝜀)]                                                                     (1.20) 

 
4-When 𝛼𝛼𝛼𝛼 < 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛽𝛽 = 0 
 

𝜑𝜑16(𝜀𝜀) = −√− 𝛼𝛼
𝛾𝛾 𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(√−αγ𝜀𝜀)                                                                                                  (1.21) 

𝜑𝜑17(𝜀𝜀) = −√− 𝛼𝛼
𝛾𝛾 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(√−αγ𝜀𝜀)                                                                                                   (1.22) 

𝜑𝜑18(𝜀𝜀) = √− 𝛼𝛼
𝛾𝛾 [−𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(2√−αγ𝜀𝜀) ± √𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴(2√−αγ𝜀𝜀)]                                                  (1.23) 

𝜑𝜑19(𝜀𝜀) = √− 𝛼𝛼
𝛾𝛾 [−𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2√−αγ𝜀𝜀) ± √𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2√−αγ𝜀𝜀)]                                                   (1.24) 

𝜑𝜑20(𝜀𝜀) = − 1
2 √− 𝛼𝛼

𝛾𝛾 [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (√−αγ
2 𝜀𝜀) − 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (√−αγ

2 𝜀𝜀)]                                                      (1.25) 

 
 5-When 𝛽𝛽 = 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 = 𝛼𝛼, 
 
 
𝜑𝜑21(𝜀𝜀) = 𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(𝛼𝛼𝛼𝛼)                                                                                                                          (1.26) 

𝜑𝜑22(𝜀𝜀) = −𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(𝛼𝛼𝛼𝛼)                                                                                                                        (1.27) 
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𝜑𝜑23(𝜀𝜀) = 𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(2𝛼𝛼𝛼𝛼) ± √𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴(2𝛼𝛼𝛼𝛼)                                                                                      (1.28) 

𝜑𝜑24(𝜀𝜀) = −𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2𝛼𝛼𝛼𝛼) ± √𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2𝛼𝛼𝛼𝛼)                                                                                    (1.29) 

𝜑𝜑25(𝜀𝜀) = 1
2 [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (𝛼𝛼

2 𝜀𝜀) − 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (𝛼𝛼
2 𝜀𝜀)]                                                                                        (1.30) 

 
6-When 𝛽𝛽 = 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 = −𝛼𝛼, 
 
𝜑𝜑26(𝜀𝜀) = −𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(𝛼𝛼𝛼𝛼)                                                                                                                       (1.31) 

𝜑𝜑27(𝜀𝜀) = −𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(𝛼𝛼𝛼𝛼)                                                                                                                        (1.32) 

𝜑𝜑28(𝜀𝜀) = −𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(2𝛼𝛼𝛼𝛼) ± √𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴(2𝛼𝛼𝛼𝛼)                                                                                   (1.33) 

𝜑𝜑29(𝜀𝜀) = −𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2𝛼𝛼𝛼𝛼) ± √𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2𝛼𝛼𝛼𝛼)                                                                                    (1.34) 

𝜑𝜑30(𝜀𝜀) = − 1
2 [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (𝛼𝛼

2 𝜀𝜀) − 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (𝛼𝛼
2 𝜀𝜀)]                                                                                    (1.35) 

 

7-When 𝛽𝛽2 = 4𝛼𝛼𝛼𝛼 

 

𝜑𝜑31(𝜀𝜀) = − 2𝛼𝛼(𝛽𝛽𝛽𝛽 ln(𝐴𝐴) + 2)
𝛽𝛽2𝜀𝜀 ln(𝐴𝐴)                                                                                                       (1.36) 

 

8-When 𝛽𝛽 = 𝑘𝑘, 𝛼𝛼 = 𝑚𝑚𝑚𝑚(𝑚𝑚 ≠ 0)𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 = 0 

 

𝜑𝜑32(𝜀𝜀) = 𝐴𝐴𝑘𝑘𝑘𝑘 − 𝑚𝑚                                                                                                                            (1.37) 

 

9-When 𝛽𝛽 = 𝛾𝛾 = 0 

𝜑𝜑33(𝜀𝜀) = 𝛼𝛼𝛼𝛼 ln(𝐴𝐴)                                                                                                                           (1.38) 

10-When 𝛽𝛽 = 𝛼𝛼 = 0 

𝜑𝜑34(𝜀𝜀) = − 1
𝛾𝛾𝛾𝛾 ln(𝐴𝐴)                                                                                                                       (1.39) 

11-When 𝛼𝛼 = 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛽𝛽 ≠ 0 

 

𝜑𝜑35(𝜀𝜀) = − 𝑝𝑝𝑝𝑝
𝛾𝛾[𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴(𝛽𝛽𝛽𝛽) − 𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝐴𝐴(𝛽𝛽𝛽𝛽) + 𝑝𝑝]                                                                             (1.40) 
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𝜑𝜑23(𝜀𝜀) = 𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(2𝛼𝛼𝛼𝛼) ± √𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴(2𝛼𝛼𝛼𝛼)                                                                                      (1.28) 

𝜑𝜑24(𝜀𝜀) = −𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2𝛼𝛼𝛼𝛼) ± √𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2𝛼𝛼𝛼𝛼)                                                                                    (1.29) 

𝜑𝜑25(𝜀𝜀) = 1
2 [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (𝛼𝛼

2 𝜀𝜀) − 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (𝛼𝛼
2 𝜀𝜀)]                                                                                        (1.30) 

 
6-When 𝛽𝛽 = 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 = −𝛼𝛼, 
 
𝜑𝜑26(𝜀𝜀) = −𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(𝛼𝛼𝛼𝛼)                                                                                                                       (1.31) 

𝜑𝜑27(𝜀𝜀) = −𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(𝛼𝛼𝛼𝛼)                                                                                                                        (1.32) 

𝜑𝜑28(𝜀𝜀) = −𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(2𝛼𝛼𝛼𝛼) ± √𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝐴𝐴(2𝛼𝛼𝛼𝛼)                                                                                   (1.33) 

𝜑𝜑29(𝜀𝜀) = −𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2𝛼𝛼𝛼𝛼) ± √𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(2𝛼𝛼𝛼𝛼)                                                                                    (1.34) 

𝜑𝜑30(𝜀𝜀) = − 1
2 [𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴 (𝛼𝛼

2 𝜀𝜀) − 𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴 (𝛼𝛼
2 𝜀𝜀)]                                                                                    (1.35) 

 

7-When 𝛽𝛽2 = 4𝛼𝛼𝛼𝛼 

 

𝜑𝜑31(𝜀𝜀) = − 2𝛼𝛼(𝛽𝛽𝛽𝛽 ln(𝐴𝐴) + 2)
𝛽𝛽2𝜀𝜀 ln(𝐴𝐴)                                                                                                       (1.36) 

 

8-When 𝛽𝛽 = 𝑘𝑘, 𝛼𝛼 = 𝑚𝑚𝑚𝑚(𝑚𝑚 ≠ 0)𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 = 0 

 

𝜑𝜑32(𝜀𝜀) = 𝐴𝐴𝑘𝑘𝑘𝑘 − 𝑚𝑚                                                                                                                            (1.37) 

 

9-When 𝛽𝛽 = 𝛾𝛾 = 0 

𝜑𝜑33(𝜀𝜀) = 𝛼𝛼𝛼𝛼 ln(𝐴𝐴)                                                                                                                           (1.38) 

10-When 𝛽𝛽 = 𝛼𝛼 = 0 

𝜑𝜑34(𝜀𝜀) = − 1
𝛾𝛾𝛾𝛾 ln(𝐴𝐴)                                                                                                                       (1.39) 

11-When 𝛼𝛼 = 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛽𝛽 ≠ 0 

 

𝜑𝜑35(𝜀𝜀) = − 𝑝𝑝𝑝𝑝
𝛾𝛾[𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴(𝛽𝛽𝛽𝛽) − 𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝐴𝐴(𝛽𝛽𝛽𝛽) + 𝑝𝑝]                                                                             (1.40) 

𝜑𝜑36(𝜀𝜀) = − 𝛽𝛽[𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴(𝛽𝛽𝛽𝛽) + 𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝐴𝐴(𝛽𝛽𝛽𝛽)]
𝛾𝛾[𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴(𝛽𝛽𝛽𝛽) + 𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝐴𝐴(𝛽𝛽𝛽𝛽) + 𝑞𝑞]                                                                             (1.41) 

 
12-When 𝛽𝛽 = 𝑘𝑘, 𝛾𝛾 = 𝑚𝑚𝑚𝑚(𝑚𝑚 ≠ 0)𝑎𝑎𝑎𝑎𝑎𝑎 𝛼𝛼 = 0 
 

𝜑𝜑37(𝜀𝜀) = 𝑝𝑝𝐴𝐴𝑘𝑘𝑘𝑘

𝑝𝑝 − 𝑚𝑚𝑚𝑚𝐴𝐴𝑘𝑘𝑘𝑘                                                                                                                       (1.42) 

 
Where 

𝑡𝑡𝑡𝑡𝑡𝑡ℎ𝐴𝐴(𝜀𝜀) = 𝑝𝑝𝐴𝐴𝜀𝜀 − 𝑞𝑞𝐴𝐴−𝜀𝜀

𝑝𝑝𝐴𝐴𝜀𝜀 + 𝑞𝑞𝐴𝐴−𝜀𝜀 ,    𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴(𝜀𝜀) = 𝑝𝑝𝐴𝐴𝜀𝜀 + 𝑞𝑞𝐴𝐴−𝜀𝜀

𝑝𝑝𝐴𝐴𝜀𝜀 − 𝑞𝑞𝐴𝐴−𝜀𝜀 

𝑠𝑠𝑠𝑠𝑠𝑠ℎ𝐴𝐴(𝜀𝜀) = 𝑝𝑝𝐴𝐴𝜀𝜀 − 𝑞𝑞𝐴𝐴−𝜀𝜀

2 ,    𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝐴𝐴(𝜀𝜀) = 𝑝𝑝𝐴𝐴𝜀𝜀 + 𝑞𝑞𝐴𝐴−𝜀𝜀

2  

𝑡𝑡𝑡𝑡𝑡𝑡𝐴𝐴(𝜀𝜀) = −𝑖𝑖 (𝑝𝑝𝐴𝐴𝑖𝑖𝑖𝑖 − 𝑞𝑞𝐴𝐴−𝑖𝑖𝑖𝑖

𝑝𝑝𝐴𝐴𝑖𝑖𝑖𝑖 + 𝑞𝑞𝐴𝐴−𝑖𝑖𝑖𝑖),    𝑐𝑐𝑐𝑐𝑐𝑐𝐴𝐴(𝜀𝜀) = 𝑖𝑖 (𝑝𝑝𝐴𝐴𝑖𝑖𝑖𝑖 + 𝑞𝑞𝐴𝐴−𝑖𝑖𝑖𝑖

𝑝𝑝𝐴𝐴𝑖𝑖𝑖𝑖 − 𝑞𝑞𝐴𝐴−𝑖𝑖𝑖𝑖)                 (1.43) 

 
where p, q > 0 are arbitrary constants. Determining positive integer N, can be found with the 
help of balance principle being the highest order derivativewith the highest order nonlinear 
term in Eq. (1.2). Substituting Eq. (1.4)along with its required derivatives into Eq. (1.2) and 
compare the coefficients of powers of 𝜑𝜑(𝜀𝜀) in resultant equation for obtaining the set of 
algebraic equations. By solving the over determined system of nonlinear algebraic equa- tions 
by use of symbolic computation programs, we can get these unknowns 𝜒𝜒1, 𝜒𝜒2, ⋯ , 𝜒𝜒𝑁𝑁. 
Therefore, we have many new analytical solitons to the Eq. (1.1) 
 
 
 

2.Application of method to the extended NLS 
                       

𝜑𝜑𝑡𝑡 + 3𝑎𝑎1|𝜑𝜑|2𝜑𝜑𝑥𝑥 − 𝑖𝑖𝑎𝑎2𝜑𝜑𝑥𝑥𝑥𝑥 + 𝑎𝑎3𝜑𝜑𝑥𝑥𝑥𝑥𝑥𝑥 − 𝑖𝑖𝑎𝑎4|𝜑𝜑|2𝜑𝜑 = 0,                               (2.1) 
 
in the equation 
                       

𝜑𝜑(𝑥𝑥, 𝑡𝑡) = 𝜗𝜗(𝛿𝛿)𝑒𝑒𝑖𝑖𝑖𝑖(𝑥𝑥,𝑡𝑡) , 𝛿𝛿 = 𝑥𝑥 − 𝑣𝑣𝑣𝑣, 𝜇𝜇(𝑥𝑥, 𝑡𝑡) = −𝑘𝑘𝑘𝑘 + 𝜔𝜔𝜔𝜔 + 𝜃𝜃                        (2.2) 
 
If the transformation is done, the real and complex parts of equation (2.1) respectively are: 
 

(−𝑣𝑣 − 2𝑘𝑘𝑎𝑎2 − 3𝑘𝑘2𝑎𝑎3)𝜗𝜗′ + 3𝑎𝑎1𝜗𝜗2𝜗𝜗′ + (𝑎𝑎2 + 3𝑘𝑘𝑎𝑎3)𝜗𝜗′′ = 0                         (2.3) 
                  

(𝜔𝜔 + 𝑘𝑘2𝑎𝑎2 + 𝑘𝑘3𝑎𝑎3)𝜗𝜗 + (−3𝑘𝑘𝑎𝑎1 − 𝑎𝑎4)𝜗𝜗3 + 𝑎𝑎3𝜗𝜗′′′ = 0                              (2.4) 
                                  
 
The equation is in this form after solving. 
The balancing term N is found to be 1/2 in the equation.                                               

𝜗𝜗(𝛿𝛿) = 𝑧𝑧(𝛿𝛿)
1
2                                                               (2.5) 

If the transformation is applied  
1
2 (−𝑣𝑣 − 2𝑘𝑘𝑎𝑎2 − 3𝑘𝑘2𝑎𝑎3)𝑧𝑧

−1
2 𝑧𝑧′ + 3

2 𝑎𝑎1𝑧𝑧
1
2𝑧𝑧′ + (𝑎𝑎2 + 3𝑘𝑘𝑎𝑎3) (− 1

4 𝑧𝑧
−3
2 𝑧𝑧′2 + 1

2 𝑧𝑧′′𝑧𝑧−1
2) = 0                     (2.6)              

If we multiply both sides of equation (2.6) by 𝑧𝑧3/2: 
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1
2 (−𝑣𝑣 − 2𝑘𝑘𝑎𝑎2 − 3𝑘𝑘2𝑎𝑎3)𝑧𝑧𝑧𝑧′ + 3

2 𝑎𝑎1𝑧𝑧2𝑧𝑧′ −
(𝑎𝑎2 + 3𝑘𝑘𝑎𝑎3)

4 𝑧𝑧′2 +
(𝑎𝑎2 + 3𝑘𝑘𝑎𝑎3)

2 𝑧𝑧′′𝑧𝑧 = 0                       (2.7) 
 
Ordinary differential equations in the form have been obtained. Here, the balancing term M=1 is found 
for equation (2.7) from the terms 𝑧𝑧2𝑧𝑧′ 𝑎𝑎𝑎𝑎𝑎𝑎 𝑧𝑧′′𝑧𝑧. 
 
From equation (1.4) 
𝑧𝑧(𝛿𝛿) = 𝜒𝜒0 + 𝜒𝜒1∅(𝛿𝛿)                                                                                                                                           (2.8) 
The equation is in this form after solving. 
 
Equation (2.8) is used in (2.7), and the resulting equation is rearranged according to ∅(𝛿𝛿). 
 

− 1
4 𝛼𝛼2𝑎𝑎2𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 1
2 𝛼𝛼𝑎𝑎2𝛽𝛽𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3

2 𝛼𝛼𝑎𝑎2𝜒𝜒0
2𝜒𝜒1 ln(𝐴𝐴) − 1

2 𝛼𝛼𝑎𝑎3𝑘𝑘2𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) 

− 1
4 𝛼𝛼2𝑎𝑎3𝑘𝑘𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝛼𝛼𝑎𝑎3𝛽𝛽𝛽𝛽𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) − 𝛼𝛼𝑎𝑎3𝑘𝑘𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) − 1

2 𝛼𝛼𝛼𝛼𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) = 0                  (2.9) 
 
   
𝛼𝛼𝑎𝑎2𝛾𝛾𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3𝛼𝛼𝑎𝑎1𝜒𝜒0𝜒𝜒1

2 ln(𝐴𝐴) + 1
2 𝑎𝑎2𝛽𝛽2𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3

2 𝑎𝑎1𝛽𝛽𝜒𝜒0
2𝜒𝜒1 ln(𝐴𝐴) − 1

2 𝛼𝛼𝑎𝑎3𝑘𝑘2𝜒𝜒1
2 ln(𝐴𝐴) −

3
2 𝑎𝑎3𝛽𝛽𝑘𝑘2𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) + 3𝛼𝛼𝑎𝑎2𝛾𝛾𝛾𝛾𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙𝑙𝑙2(𝐴𝐴) − 𝛼𝛼𝑎𝑎2𝑘𝑘𝜒𝜒1

2 ln(𝐴𝐴) + 3
2 𝑎𝑎3𝛽𝛽2𝑘𝑘𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) −

𝑎𝑎2𝛽𝛽𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) − 1
2 𝛼𝛼𝛼𝛼𝜒𝜒1

2 ln(𝐴𝐴) − 1
2 𝛽𝛽𝛽𝛽𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) = 0                                                                   (2.10) 

 
 
1
2 𝛼𝛼𝑎𝑎2𝛾𝛾𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝛼𝛼𝑎𝑎1𝜒𝜒1

3 ln(𝐴𝐴) + 1
4 𝑎𝑎2𝛽𝛽2𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝑎𝑎2𝛽𝛽𝛽𝛽𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3𝑎𝑎1𝛽𝛽𝜒𝜒0𝜒𝜒1

2 ln(𝐴𝐴) +
3
2 𝑎𝑎1𝛾𝛾𝜒𝜒0

2𝜒𝜒1 ln(𝐴𝐴) − 3
2 𝑎𝑎3𝛽𝛽𝑘𝑘2𝜒𝜒1

2 ln(𝐴𝐴) − 3
2 𝑎𝑎3𝛾𝛾𝑘𝑘2𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) + 3

2 𝛼𝛼𝑎𝑎3𝛾𝛾𝛾𝛾𝜒𝜒1
2𝑙𝑙𝑙𝑙2(𝐴𝐴) +

3
4 𝑎𝑎3𝛽𝛽2𝑘𝑘𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 9
2 𝑎𝑎3𝑘𝑘𝑘𝑘𝑘𝑘𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) − 𝑎𝑎2𝛽𝛽𝛽𝛽𝜒𝜒1

2 ln(𝐴𝐴) − 𝑎𝑎2𝛾𝛾𝛾𝛾𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) − 1
2 𝛽𝛽𝛽𝛽𝜒𝜒1

2 ln(𝐴𝐴) −
1
2 𝛾𝛾𝛾𝛾𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) = 0                                                                                                                           (2.11) 
 
 
𝑎𝑎2𝛽𝛽𝛽𝛽𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝑎𝑎1𝛽𝛽𝜒𝜒1

3 ln(𝐴𝐴) + 𝑎𝑎2𝛾𝛾2𝜒𝜒0𝜒𝜒1 ln2(𝐴𝐴) + 3𝑎𝑎1𝛾𝛾𝜒𝜒0𝜒𝜒1
2 ln(𝐴𝐴) − 3

2 𝑎𝑎3𝛾𝛾𝑘𝑘2𝜒𝜒1
2 ln(𝐴𝐴) +

3𝑎𝑎3𝑘𝑘𝑘𝑘𝑘𝑘𝜒𝜒1
2 ln2(𝐴𝐴) + 3𝑎𝑎3𝛾𝛾2𝑘𝑘𝜒𝜒0𝜒𝜒1 ln2(𝐴𝐴) − 𝑎𝑎2 𝛾𝛾𝛾𝛾𝜒𝜒1

2 ln(𝐴𝐴) − 1
2 𝛾𝛾𝛾𝛾𝜒𝜒1

2 ln(𝐴𝐴) = 0                           (2.12) 
                                                                                   
3
4 𝑎𝑎2𝛾𝛾2𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝑎𝑎1𝛾𝛾𝜒𝜒1

3 ln(𝐴𝐴) + 9
4 𝑎𝑎3𝛾𝛾2𝑘𝑘𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) = 0                                                            (2.13) 
 
 
An algebraic system of equations is obtained. When this system is solved using Mathematica program, 
 
𝑘𝑘 = −2𝑣𝑣−𝑎𝑎2𝛽𝛽 ln(𝐴𝐴)

4𝑎𝑎2
, 𝑎𝑎3 = 0, 𝜒𝜒0 = 𝑣𝑣+2𝑘𝑘𝑎𝑎2−𝑎𝑎2𝛽𝛽

3𝑎𝑎1
, 𝜒𝜒1 = 𝛾𝛾𝜒𝜒0

𝛽𝛽 , 𝛼𝛼 = 0, 𝛽𝛽(𝛽𝛽 + 𝛾𝛾) ≠ 0, 𝑎𝑎1 ≠
0,    𝛾𝛾 ln(𝐴𝐴) ≠ 0                                                                                                                                 (2.14)  
terms are found. 
 
Case 1:When 𝛽𝛽2 − 4𝛼𝛼𝛼𝛼 < 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 ≠ 0 

𝜑𝜑1,1(𝑥𝑥, 𝑡𝑡) = (− 𝑎𝑎2
4𝑎𝑎1

(𝛽𝛽 + √−𝛽𝛽2𝑡𝑡𝑡𝑡𝑡𝑡 (1
2 √−𝛽𝛽2(𝑥𝑥 − 𝑣𝑣𝑣𝑣))))

1
2

𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                         (2.15) 

𝜑𝜑1,2(𝑥𝑥, 𝑡𝑡) = (− 𝑎𝑎2
4𝑎𝑎1

(𝛽𝛽 − √−𝛽𝛽2𝑐𝑐𝑐𝑐𝑐𝑐 (1
2 √−𝛽𝛽2(𝑥𝑥 − 𝑣𝑣𝑣𝑣))))

1
2

𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                          (2.16) 
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1
2 (−𝑣𝑣 − 2𝑘𝑘𝑎𝑎2 − 3𝑘𝑘2𝑎𝑎3)𝑧𝑧𝑧𝑧′ + 3

2 𝑎𝑎1𝑧𝑧2𝑧𝑧′ −
(𝑎𝑎2 + 3𝑘𝑘𝑎𝑎3)

4 𝑧𝑧′2 +
(𝑎𝑎2 + 3𝑘𝑘𝑎𝑎3)

2 𝑧𝑧′′𝑧𝑧 = 0                       (2.7) 
 
Ordinary differential equations in the form have been obtained. Here, the balancing term M=1 is found 
for equation (2.7) from the terms 𝑧𝑧2𝑧𝑧′ 𝑎𝑎𝑎𝑎𝑎𝑎 𝑧𝑧′′𝑧𝑧. 
 
From equation (1.4) 
𝑧𝑧(𝛿𝛿) = 𝜒𝜒0 + 𝜒𝜒1∅(𝛿𝛿)                                                                                                                                           (2.8) 
The equation is in this form after solving. 
 
Equation (2.8) is used in (2.7), and the resulting equation is rearranged according to ∅(𝛿𝛿). 
 

− 1
4 𝛼𝛼 2𝑎𝑎2𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 1
2 𝛼𝛼𝑎𝑎2𝛽𝛽𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3

2 𝛼𝛼𝑎𝑎2𝜒𝜒0
2𝜒𝜒1 ln(𝐴𝐴) − 1

2 𝛼𝛼𝑎𝑎3𝑘𝑘2𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) 

− 1
4 𝛼𝛼2𝑎𝑎3𝑘𝑘𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝛼𝛼𝑎𝑎3𝛽𝛽𝛽𝛽𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) − 𝛼𝛼𝑎𝑎3𝑘𝑘𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) − 1

2 𝛼𝛼𝛼𝛼𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) = 0                  (2.9) 
 
   
𝛼𝛼𝑎𝑎2𝛾𝛾𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3𝛼𝛼𝑎𝑎1𝜒𝜒0𝜒𝜒1

2 ln(𝐴𝐴) + 1
2 𝑎𝑎2𝛽𝛽2𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3

2 𝑎𝑎1𝛽𝛽𝜒𝜒0
2𝜒𝜒1 ln(𝐴𝐴) − 1

2 𝛼𝛼𝑎𝑎3𝑘𝑘2𝜒𝜒1
2 ln(𝐴𝐴) −

3
2 𝑎𝑎3𝛽𝛽𝑘𝑘2𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) + 3𝛼𝛼𝑎𝑎2𝛾𝛾𝛾𝛾𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙𝑙𝑙2(𝐴𝐴) − 𝛼𝛼𝑎𝑎2𝑘𝑘𝜒𝜒1

2 ln(𝐴𝐴) + 3
2 𝑎𝑎3𝛽𝛽2𝑘𝑘𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) −

𝑎𝑎2𝛽𝛽𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) − 1
2 𝛼𝛼𝛼𝛼𝜒𝜒1

2 ln(𝐴𝐴) − 1
2 𝛽𝛽𝛽𝛽𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) = 0                                                                   (2.10) 

 
 
1
2 𝛼𝛼𝑎𝑎2𝛾𝛾𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝛼𝛼𝑎𝑎1𝜒𝜒1

3 ln(𝐴𝐴) + 1
4 𝑎𝑎2𝛽𝛽2𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝑎𝑎2𝛽𝛽𝛽𝛽𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3𝑎𝑎1𝛽𝛽𝜒𝜒0𝜒𝜒1

2 ln(𝐴𝐴) +
3
2 𝑎𝑎1𝛾𝛾𝜒𝜒0

2𝜒𝜒1 ln(𝐴𝐴) − 3
2 𝑎𝑎3𝛽𝛽𝑘𝑘2𝜒𝜒1

2 ln(𝐴𝐴) − 3
2 𝑎𝑎3𝛾𝛾𝑘𝑘2𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) + 3

2 𝛼𝛼𝑎𝑎3𝛾𝛾𝛾𝛾𝜒𝜒1
2𝑙𝑙𝑙𝑙2(𝐴𝐴) +

3
4 𝑎𝑎3𝛽𝛽2𝑘𝑘𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 9
2 𝑎𝑎3𝑘𝑘𝑘𝑘𝑘𝑘𝜒𝜒0𝜒𝜒1𝑙𝑙𝑙𝑙2(𝐴𝐴) − 𝑎𝑎2𝛽𝛽𝛽𝛽𝜒𝜒1

2 ln(𝐴𝐴) − 𝑎𝑎2𝛾𝛾𝛾𝛾𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) − 1
2 𝛽𝛽𝛽𝛽𝜒𝜒1

2 ln(𝐴𝐴) −
1
2 𝛾𝛾𝛾𝛾𝜒𝜒0𝜒𝜒1 ln(𝐴𝐴) = 0                                                                                                                           (2.11) 
 
 
𝑎𝑎2𝛽𝛽𝛽𝛽𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝑎𝑎1𝛽𝛽𝜒𝜒1

3 ln(𝐴𝐴) + 𝑎𝑎2𝛾𝛾2𝜒𝜒0𝜒𝜒1 ln2(𝐴𝐴) + 3𝑎𝑎1𝛾𝛾𝜒𝜒0𝜒𝜒1
2 ln(𝐴𝐴) − 3

2 𝑎𝑎3𝛾𝛾𝑘𝑘2𝜒𝜒1
2 ln(𝐴𝐴) +

3𝑎𝑎3𝑘𝑘𝑘𝑘𝑘𝑘𝜒𝜒1
2 ln2(𝐴𝐴) + 3𝑎𝑎3𝛾𝛾2𝑘𝑘𝜒𝜒0𝜒𝜒1 ln2(𝐴𝐴) − 𝑎𝑎2 𝛾𝛾𝛾𝛾𝜒𝜒1

2 ln(𝐴𝐴) − 1
2 𝛾𝛾𝛾𝛾𝜒𝜒1

2 ln(𝐴𝐴) = 0                           (2.12) 
                                                                                   
3
4 𝑎𝑎2𝛾𝛾2𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) + 3
2 𝑎𝑎1𝛾𝛾𝜒𝜒1

3 ln(𝐴𝐴) + 9
4 𝑎𝑎3𝛾𝛾2𝑘𝑘𝜒𝜒1

2𝑙𝑙𝑙𝑙2(𝐴𝐴) = 0                                                            (2.13) 
 
 
An algebraic system of equations is obtained. When this system is solved using Mathematica program, 
 
𝑘𝑘 = −2𝑣𝑣−𝑎𝑎2𝛽𝛽 ln(𝐴𝐴)

4𝑎𝑎2
, 𝑎𝑎3 = 0, 𝜒𝜒0 = 𝑣𝑣+2𝑘𝑘𝑎𝑎2−𝑎𝑎2𝛽𝛽

3𝑎𝑎1
, 𝜒𝜒1 = 𝛾𝛾𝜒𝜒0

𝛽𝛽 , 𝛼𝛼 = 0, 𝛽𝛽(𝛽𝛽 + 𝛾𝛾) ≠ 0, 𝑎𝑎1 ≠
0,    𝛾𝛾 ln(𝐴𝐴) ≠ 0                                                                                                                                 (2.14)  
terms are found. 
 
Case 1:When 𝛽𝛽2 − 4𝛼𝛼𝛼𝛼 < 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 ≠ 0 

𝜑𝜑1,1(𝑥𝑥, 𝑡𝑡) = (− 𝑎𝑎2
4𝑎𝑎1

(𝛽𝛽 + √−𝛽𝛽2𝑡𝑡𝑡𝑡𝑡𝑡 (1
2 √−𝛽𝛽2(𝑥𝑥 − 𝑣𝑣𝑣𝑣))))

1
2

𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                         (2.15) 

𝜑𝜑1,2(𝑥𝑥, 𝑡𝑡) = (− 𝑎𝑎2
4𝑎𝑎1

(𝛽𝛽 − √−𝛽𝛽2𝑐𝑐𝑐𝑐𝑐𝑐 (1
2 √−𝛽𝛽2(𝑥𝑥 − 𝑣𝑣𝑣𝑣))))

1
2

𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                          (2.16) 
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4𝑎𝑎1
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1 2⁄
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4𝑎𝑎1
(𝛽𝛽 − √−𝛽𝛽2𝑐𝑐𝑐𝑐𝑐𝑐 (√−𝛽𝛽2(𝑥𝑥 − 𝑣𝑣𝑣𝑣))

± √−𝛽𝛽2√𝑝𝑝𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐 (√−𝛽𝛽2(𝑥𝑥 − 𝑣𝑣𝑣𝑣))))
1 2⁄

𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                                 (2.18) 
 
Trigonometric function solutions are found in this form. 
 
Case 2:When 𝛽𝛽2 − 4𝛼𝛼𝛼𝛼 > 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛾𝛾 ≠ 0 
 

𝜑𝜑2,1(𝑥𝑥, 𝑡𝑡) =
√

−

𝑎𝑎2 (𝛽𝛽 − √−𝛽𝛽2𝑡𝑡𝑡𝑡𝑡𝑡ℎ (√𝛽𝛽2(𝑥𝑥 − 𝑣𝑣𝑣𝑣)
2 ))

4𝑎𝑎1
𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                                 (2.19) 

𝜑𝜑2,2(𝑥𝑥, 𝑡𝑡) =
√

−

𝑎𝑎2 (𝛽𝛽 − √−𝛽𝛽2𝑐𝑐𝑐𝑐𝑐𝑐ℎ (√𝛽𝛽2(𝑥𝑥 − 𝑣𝑣𝑣𝑣)
2 ))

4𝑎𝑎1
𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                                  (2.20) 

 
 

𝜑𝜑2,3(𝑥𝑥, 𝑡𝑡) = √−
𝑎𝑎2(𝛽𝛽+𝑖𝑖√𝛽𝛽2√𝑝𝑝𝑝𝑝 sech(√𝛽𝛽2(𝑥𝑥−𝑣𝑣𝑣𝑣))−√𝛽𝛽2tanh (√𝛽𝛽2(𝑥𝑥−𝑣𝑣𝑣𝑣)))

4𝑎𝑎1
𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                       (2.21) 

 

𝜑𝜑2,4(𝑥𝑥, 𝑡𝑡) = √−
𝑎𝑎2(𝛽𝛽+√𝛽𝛽2√𝑝𝑝𝑝𝑝 csch(√𝛽𝛽2(𝑥𝑥−𝑣𝑣𝑣𝑣))−√𝛽𝛽2coth (√𝛽𝛽2(𝑥𝑥−𝑣𝑣𝑣𝑣)))

4𝑎𝑎1
𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                            (2.22)   

 
In this way, analytical solutions are found. This leads to the discovery of dark optical soliton, 
dark-bright optical soliton, and singular soliton solutions. 
 
Case 3:When 𝛽𝛽 = 𝛼𝛼 = 0 
 

𝜑𝜑3,1(𝑥𝑥, 𝑡𝑡) = √−
𝑎𝑎2 (𝛽𝛽 − 1

𝑥𝑥 − 𝑣𝑣𝑣𝑣)
2𝑎𝑎1

𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                                                                          (2.23) 

 
Are found. 
 
Case 4:When 𝛼𝛼 = 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝛽𝛽 ≠ 0 

𝜑𝜑4,1(𝑥𝑥, 𝑡𝑡) = √−
𝑎𝑎2 (𝛽𝛽 − 𝛽𝛽𝛽𝛽

𝑝𝑝 − 𝑠𝑠𝑠𝑠𝑠𝑠ℎ(𝛽𝛽𝛽𝛽) + cosh (𝛽𝛽𝛽𝛽))
2𝑎𝑎1

𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                                     (2.24) 
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𝜑𝜑4,2(𝑥𝑥, 𝑡𝑡) = √− 𝑎𝑎2𝛽𝛽𝛽𝛽
2𝑎𝑎1(𝑞𝑞 + 𝑠𝑠𝑠𝑠𝑠𝑠ℎ(𝛽𝛽𝛽𝛽) + cosh (𝛽𝛽𝛽𝛽)) 𝑒𝑒𝑖𝑖(𝜃𝜃−𝑘𝑘𝑘𝑘+𝑡𝑡𝑡𝑡)                                                            (2.25) 

 
The solutions are found in the form of hyperbolic functions. 
 
 

 

 

 

 Conclusion. 
The paper explores different types of soliton solutions for the extended nonlinear Schrödinger 
equation using various mathematical methods. The study reveals the existence of dark optical solitons, 
dark-bright optical solitons, and singular solitons through the application of trigonometric, hyperbolic, 
and rational functions. The balance principle and extended direct algebraic method are utilized to 
derive new analytical soliton solutions, leading to the discovery of diverse optical soliton types in the 
mathematical model. 
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CONVERSION OF INTEGRAL AND DIFFERENTIAL 
EQUATIONS TO EACH OTHER 

Cemil İNAN 1  

 Department of Numerical Methods, University of Mardin Artuklu, Mardin, Turkey 

 
Abstract  

In this paper, the conversion of differential equations and integral equations to each other was 
examined. Differential and integral equations are important topics used in problem solving in 
applied mathematics and mathematical physics. The ability to transform integral equations and 
differential equations into each other in problem solving makes it easier to solve problems 

 Keywords: Differential  and İntegral equations, applied mathematics and mathematical 

physics 

1.INTRODUCTION 

Equations containing unknown functions under the integral sign are called INTEGRAL 
EQUATIONS. It is one of the most important types of equations into which many problems 
especially in applied mathematics and mathematical physics are transformed. While classifying 
integral equations, the equation is considered from different angles and therefore integral 
equations emerge under different names. An integral equation for functions of one variable is 
the most general 
                                                Ψ (x). Φ(x)-λ∫ K(x, y)Φdy 𝑏𝑏

𝑎𝑎  =f(x) 
We can give it in its form. Here a and b are constant numbers, λ is a parameter, Ψ (x), f(x) and 
K(x,y) are functions, and Φ(x) is the unknown function, the domain a≤x≤b, a≤y<b. Known 
functions with  . The function K(x,y) is called the kernel of the integral equation. (Lovitt-1950) 

∫ 𝐾𝐾(𝑥𝑥, 𝑦𝑦)Φdy = f(x)
𝑥𝑥

𝑏𝑏
 

If one of the integral limits is a variable such as x, as in the equation, this equation is called 
"VOLTERRA" Integral Equation, 

∫ 𝐾𝐾(𝑥𝑥, 𝑦𝑦)Φ(y)dy = f(x)𝑏𝑏
𝑎𝑎

Equations containing an unknown function and some of its derivatives are called differential 
equations.                                                        

                                                   𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 2𝑥𝑥 + 6                                                                                  (1) 
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                                                  5 𝑑𝑑2

𝑑𝑑𝑥𝑥2 + 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 − 4𝑥𝑥𝑥𝑥 = 0                                                            (2) 

 are some differential equations written according to the unknown function? 
 
If an unknown function in a differential equation depends on one and only one independent 
variable, such equations are called ordinary differential equations. 
 
If the unknown function in a differential equation depends on two or more independent 
variables, such equations are called partial differential equations. 
 

𝑥𝑥 𝑑𝑑6𝑦𝑦
𝑑𝑑𝑥𝑥6 + 2𝑥𝑥2(𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑)2 = 𝐼𝐼𝐼𝐼𝐼𝐼

Ə Ə2𝑦𝑦
Ə 𝑥𝑥2 +   7  Ə2𝑦𝑦

Ə 𝑡𝑡2 = 0

 
While the equations up to are ordinary differential equations because they contain only the 
independent variable, equation (4) is a partial differential equation because it includes both x 
and t independent variables. 
 

2. GENERAL PROPERTIES OF METHOD 

The Concept of Conversion: A differential equation with variable or constant coefficients 
given with initial conditions can be transformed into a Volterra type integral equation, and an 
integral equation can also be converted into a differential equation. Therefore, an integral 
equation can also be considered as a boundary value problem of the differential equation 
provided for the initial conditions. 

 

𝒅𝒅𝒏𝒏𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏  + 𝒂𝒂𝟏𝟏(𝒙𝒙) 𝒅𝒅𝒏𝒏−𝟏𝟏𝒚𝒚

𝒅𝒅𝒙𝒙𝒏𝒏−𝟏𝟏 + 𝒂𝒂𝟐𝟐(𝒙𝒙) 𝒅𝒅𝒏𝒏−𝟐𝟐𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟐𝟐+ ……+𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) 𝒅𝒅𝒅𝒅 

𝒅𝒅𝒅𝒅 +  𝒂𝒂𝒏𝒏 (𝒙𝒙)𝒚𝒚 = 𝒇𝒇(𝒙𝒙)

consider the linear differential equation. Here (i= 1,2,………..,n), the starting point for the 

𝒚𝒚(𝟎𝟎) = 𝒄𝒄𝟎𝟎  ,    𝒚𝒚𝚤𝚤(𝟎𝟎) = 𝒄𝒄𝟏𝟏     ,    ………….  ,𝒚𝒚(𝒏𝒏−𝟏𝟏) (𝟎𝟎)=    𝑪𝑪𝒏𝒏−𝟏𝟏   

Let′s assume that the initial conditions are given.

𝒅𝒅𝒏𝒏𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏 𝒖𝒖(𝒙𝒙)

𝒅𝒅𝒏𝒏𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏

𝒅𝒅 
𝒅𝒅𝒅𝒅 (𝒅𝒅𝒏𝒏−𝟏𝟏 𝒚𝒚

𝒅𝒅𝒙𝒙𝒏𝒏−𝟏𝟏 ) 𝒖𝒖(𝒙𝒙)
    

∫ 𝒅𝒅 (𝒅𝒅𝒏𝒏−𝟏𝟏 𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟏𝟏 )𝑥𝑥

0 ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝑥𝑥
0
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variables, such equations are called partial differential equations. 
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𝑑𝑑𝑥𝑥6 + 2𝑥𝑥2(𝑑𝑑𝑑𝑑
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Ə 𝑡𝑡2 = 0

 
While the equations up to are ordinary differential equations because they contain only the 
independent variable, equation (4) is a partial differential equation because it includes both x 
and t independent variables. 
 

2. GENERAL PROPERTIES OF METHOD 

The Concept of Conversion: A differential equation with variable or constant coefficients 
given with initial conditions can be transformed into a Volterra type integral equation, and an 
integral equation can also be converted into a differential equation. Therefore, an integral 
equation can also be considered as a boundary value problem of the differential equation 
provided for the initial conditions. 

 

𝒅𝒅𝒏𝒏𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏  + 𝒂𝒂𝟏𝟏(𝒙𝒙) 𝒅𝒅𝒏𝒏−𝟏𝟏𝒚𝒚

𝒅𝒅𝒙𝒙𝒏𝒏−𝟏𝟏 + 𝒂𝒂𝟐𝟐(𝒙𝒙) 𝒅𝒅𝒏𝒏−𝟐𝟐𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟐𝟐+ ……+𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) 𝒅𝒅𝒅𝒅 

𝒅𝒅𝒅𝒅 +  𝒂𝒂𝒏𝒏 (𝒙𝒙)𝒚𝒚 = 𝒇𝒇(𝒙𝒙)

consider the linear differential equation. Here (i= 1,2,………..,n), the starting point for the 

𝒚𝒚(𝟎𝟎) = 𝒄𝒄𝟎𝟎  ,    𝒚𝒚𝚤𝚤(𝟎𝟎) = 𝒄𝒄𝟏𝟏     ,    ………….  ,𝒚𝒚(𝒏𝒏−𝟏𝟏) (𝟎𝟎)=    𝑪𝑪𝒏𝒏−𝟏𝟏   

Let′s assume that the initial conditions are given.

𝒅𝒅𝒏𝒏𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏 𝒖𝒖(𝒙𝒙)

𝒅𝒅𝒏𝒏𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏

𝒅𝒅 
𝒅𝒅𝒅𝒅 (𝒅𝒅𝒏𝒏−𝟏𝟏 𝒚𝒚

𝒅𝒅𝒙𝒙𝒏𝒏−𝟏𝟏 ) 𝒖𝒖(𝒙𝒙)
    

∫ 𝒅𝒅 (𝒅𝒅𝒏𝒏−𝟏𝟏 𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟏𝟏 )𝑥𝑥

0 ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝑥𝑥
0
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𝒅𝒅𝒏𝒏−𝟏𝟏 𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟏𝟏 ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝑥𝑥

0 𝑪𝑪𝒏𝒏−𝟏𝟏

∫ 𝒅𝒅 (𝒅𝒅𝒏𝒏−𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟐𝟐 )𝑥𝑥

0 ∫ ⟦∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅 +𝑥𝑥
0 𝑪𝑪𝒏𝒏−𝟏𝟏⟧𝑑𝑑𝑑𝑑𝑥𝑥

0 + 𝑪𝑪𝒏𝒏−𝟐𝟐

(𝒅𝒅𝒏𝒏−𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟐𝟐 ) ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎 𝒅𝒅𝒅𝒅 + 𝑪𝑪𝒏𝒏−𝟏𝟏 ∫ 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 + 𝑪𝑪𝒏𝒏−𝟐𝟐

(𝒅𝒅𝒏𝒏−𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟐𝟐 ) =  ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎 𝒅𝒅𝒅𝒅 + 𝑪𝑪𝒏𝒏−𝟏𝟏 + 𝑪𝑪𝒏𝒏−𝟐𝟐

(𝒅𝒅𝒏𝒏−𝟑𝟑 𝒚𝒚
𝒅𝒅𝒙𝒙𝒏𝒏−𝟑𝟑 ) =  ∫ ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +  𝟏𝟏

𝟐𝟐!
𝒙𝒙

𝟎𝟎

𝒙𝒙

𝟎𝟎

𝒙𝒙

𝟎𝟎
 𝑪𝑪𝒏𝒏−𝟏𝟏 𝒙𝒙𝟐𝟐 + 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙 +  𝑪𝑪𝒏𝒏−𝟑𝟑

……………………………………………………………………………………………………….

………………………………………………………………………………………………………..

𝒅𝒅𝒅𝒅 
𝒅𝒅𝒅𝒅 = ∫ … (𝒏𝒏 − 𝟏𝟏)𝒙𝒙

𝟎𝟎 … ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 … 𝒅𝒅𝒅𝒅 + 𝟏𝟏
(𝒏𝒏−𝟏𝟏)! 

𝒙𝒙
𝟎𝟎  𝑪𝑪𝒏𝒏−𝟏𝟏 𝒙𝒙𝒏𝒏−𝟐𝟐 + 𝟏𝟏

(𝒏𝒏−𝟑𝟑)! 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙𝒏𝒏−𝟑𝟑 + …+𝑪𝑪𝟏𝟏

𝒚𝒚 = ∫ … (𝒏𝒏) … ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅. 𝒅𝒅𝒅𝒅 … . 𝒅𝒅𝒅𝒅 +𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝟏𝟏
(𝒏𝒏−𝟏𝟏)!  𝑪𝑪𝒏𝒏−𝟏𝟏𝒙𝒙𝒏𝒏−𝟏𝟏 + 𝟏𝟏

(𝒏𝒏−𝟐𝟐)! 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙𝒏𝒏−𝟐𝟐 +….+ 𝑪𝑪𝟏𝟏𝒙𝒙 + 𝑪𝑪𝟎𝟎 

∫ … (𝒏𝒏) … ∫ ⬚ 𝑾𝑾𝑾𝑾𝑾𝑾𝑾𝑾𝑾𝑾 𝒕𝒕𝒕𝒕𝒕𝒕 𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉. )

𝒖𝒖(𝒙𝒙) + 𝒂𝒂𝟏𝟏(𝒙𝒙) ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 𝑪𝑪𝒏𝒏−𝟏𝟏 𝒂𝒂𝟏𝟏(𝒙𝒙) + 𝒂𝒂𝟐𝟐(𝒙𝒙) ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎 𝒅𝒅𝒅𝒅 + 𝑪𝑪𝒏𝒏−𝟏𝟏𝒂𝒂𝟐𝟐(𝒙𝒙)  + 𝑪𝑪𝒏𝒏−𝟐𝟐𝒂𝒂𝟐𝟐(𝒙𝒙)

𝒂𝒂𝟑𝟑(𝒙𝒙) ∫ ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +  𝟏𝟏
𝟐𝟐!

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎  𝑪𝑪𝒏𝒏−𝟏𝟏 𝒙𝒙𝟐𝟐  𝒂𝒂𝟑𝟑(𝒙𝒙)    + 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙 𝒂𝒂𝟑𝟑(𝒙𝒙)    + 𝑪𝑪𝒏𝒏−𝟑𝟑 𝒂𝒂𝟑𝟑(𝒙𝒙) + .……

𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) ∫ … (𝒏𝒏 − 𝟏𝟏) …𝒙𝒙
𝟎𝟎 ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅 … . 𝒅𝒅𝒅𝒅 +𝒙𝒙

𝟎𝟎
𝟏𝟏

(𝒏𝒏−𝟐𝟐)! 𝑪𝑪𝒏𝒏−𝟏𝟏𝒙𝒙𝒏𝒏−𝟐𝟐 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) + 𝟏𝟏
(𝒏𝒏−𝟑𝟑)! 
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𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙𝒏𝒏−𝟑𝟑 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) + ⋯ + 𝑪𝑪𝟏𝟏 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) +  𝒂𝒂𝒏𝒏(𝒙𝒙) ∫ … (𝒏𝒏)𝒙𝒙
𝟎𝟎 … ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅 … . … 𝒅𝒅𝒅𝒅 + 𝟏𝟏

(𝒏𝒏−𝟏𝟏)! 
𝒙𝒙

𝟎𝟎

𝑪𝑪𝒏𝒏−𝟏𝟏 𝒙𝒙𝒏𝒏−𝟏𝟏 𝒂𝒂𝒏𝒏(𝒙𝒙) 𝟏𝟏
(𝒏𝒏−𝟐𝟐)! 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙𝒏𝒏−𝟐𝟐 𝒂𝒂𝒏𝒏(𝒙𝒙) + ⋯ . + 𝑪𝑪𝟏𝟏𝒙𝒙 𝒂𝒂𝒏𝒏(𝒙𝒙) + 𝑪𝑪𝟎𝟎 𝒂𝒂𝒏𝒏(𝒙𝒙)   = 𝒇𝒇(𝒙𝒙)

𝒖𝒖(𝒙𝒙) + 𝒂𝒂𝟏𝟏(𝒙𝒙) ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝑥𝑥
0 + 𝒂𝒂𝟐𝟐(𝒙𝒙) ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎 𝒅𝒅𝒅𝒅 +  𝒂𝒂𝟑𝟑(𝒙𝒙) ∫ ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 + ⋯𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒂𝒂𝒏𝒏(𝒙𝒙) ∫ … (𝒏𝒏)𝒙𝒙
𝟎𝟎 … ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅 … . … 𝒅𝒅𝒅𝒅 =  𝒙𝒙

𝟎𝟎  𝒇𝒇(𝒙𝒙) − 𝑪𝑪𝒏𝒏−𝟏𝟏 𝒂𝒂𝟏𝟏(𝒙𝒙) − 𝑪𝑪𝒏𝒏−𝟏𝟏𝒂𝒂𝟐𝟐(𝒙𝒙) − ⋯ −  ∫ + 𝟏𝟏
(𝒏𝒏−𝟏𝟏)! 

𝒙𝒙
𝟎𝟎

𝑪𝑪𝒏𝒏−𝟏𝟏 𝒙𝒙𝒏𝒏−𝟏𝟏 𝒂𝒂𝒏𝒏(𝒙𝒙) …. 𝑪𝑪𝒏𝒏−𝟐𝟐𝒂𝒂𝟐𝟐(𝒙𝒙) − 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙 𝒂𝒂𝟑𝟑(𝒙𝒙) −  … − 𝟏𝟏
(𝒏𝒏−𝟐𝟐)! 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙𝒏𝒏−𝟐𝟐 𝒂𝒂𝒏𝒏(𝒙𝒙)  −  …  −

𝑪𝑪𝟏𝟏 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) − 𝑪𝑪𝟏𝟏 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) − 𝑪𝑪𝟎𝟎 𝒂𝒂𝒏𝒏(𝒙𝒙)

𝒖𝒖(𝒙𝒙) + 𝒙𝒙𝒂𝒂𝟐𝟐(𝒙𝒙) +    𝒙𝒙𝟐𝟐  

𝟐𝟐!  𝒂𝒂𝟑𝟑(𝒙𝒙) + ⋯ + 𝒙𝒙𝒏𝒏−𝟏𝟏 

(𝒏𝒏−𝟏𝟏)! 𝒂𝒂𝒏𝒏(𝒙𝒙)  =  𝒇𝒇𝒏𝒏−𝟏𝟏

𝒂𝒂𝟐𝟐(𝒙𝒙) + 𝒙𝒙 𝒂𝒂𝟑𝟑(𝒙𝒙) + ….+ 𝒙𝒙𝒏𝒏−𝟐𝟐 

(𝒏𝒏−𝟐𝟐)! 𝒂𝒂𝒏𝒏(𝒙𝒙) = 𝒇𝒇𝒏𝒏−𝟐𝟐

………………………………………………………………………..

……………………………………………………………………..…

𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) + 𝒂𝒂𝒏𝒏(𝒙𝒙)  =  𝒇𝒇𝟏𝟏

𝒂𝒂𝒏𝒏(𝒙𝒙) = 𝒇𝒇𝟎𝟎

𝑭𝑭(𝒙𝒙) = 𝒇𝒇(𝒙𝒙) − {𝑪𝑪𝒏𝒏−𝟏𝟏 𝒇𝒇𝒏𝒏−𝟏𝟏 (𝒙𝒙) +𝑪𝑪𝒏𝒏−𝟐𝟐(𝒙𝒙)𝒇𝒇𝒏𝒏−𝟐𝟐   (𝒙𝒙) + …………………+𝑪𝑪𝟏𝟏 𝒇𝒇𝟏𝟏 (𝒙𝒙) 𝑪𝑪𝟎𝟎 𝒇𝒇𝟎𝟎 (𝒙𝒙) )

                    ∫ … (𝐧𝐧) … ∫ 𝐮𝐮(𝐭𝐭)𝐝𝐝𝐝𝐝 … 𝐝𝐝𝐝𝐝 = ∫ (𝐱𝐱−𝐭𝐭)𝐧𝐧−𝟏𝟏

(𝐧𝐧−𝟏𝟏)!
𝐱𝐱

𝟎𝟎
𝐱𝐱

𝟎𝟎
𝐱𝐱

𝟎𝟎  𝐮𝐮(𝐭𝐭)𝐝𝐝𝐝𝐝

𝐮𝐮(𝐱𝐱) + 𝐚𝐚𝟏𝟏(𝐱𝐱) ∫ 𝐮𝐮(𝐱𝐱)𝐝𝐝𝐝𝐝
𝐱𝐱

𝟎𝟎
+ 𝐚𝐚𝟐𝟐(𝐱𝐱) ∫ (𝐱𝐱 − 𝐭𝐭)𝐮𝐮(𝐭𝐭) + ⋯ . +𝐚𝐚𝐧𝐧(𝐱𝐱) ∫

(𝐱𝐱 − 𝐭𝐭)𝐧𝐧−𝟏𝟏

(𝐧𝐧 − 𝟏𝟏)!
𝐱𝐱

𝟎𝟎
  𝐮𝐮(𝐭𝐭)𝐝𝐝𝐝𝐝 = 𝐅𝐅(𝐱𝐱)

𝐱𝐱

𝟎𝟎
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𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙𝒏𝒏−𝟑𝟑 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) + ⋯ + 𝑪𝑪𝟏𝟏 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) +  𝒂𝒂𝒏𝒏(𝒙𝒙) ∫ … (𝒏𝒏)𝒙𝒙
𝟎𝟎 … ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅 … . … 𝒅𝒅𝒅𝒅 + 𝟏𝟏

(𝒏𝒏−𝟏𝟏)! 
𝒙𝒙

𝟎𝟎

𝑪𝑪𝒏𝒏−𝟏𝟏 𝒙𝒙𝒏𝒏−𝟏𝟏 𝒂𝒂𝒏𝒏(𝒙𝒙) 𝟏𝟏
(𝒏𝒏−𝟐𝟐)! 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙𝒏𝒏−𝟐𝟐 𝒂𝒂𝒏𝒏(𝒙𝒙) + ⋯ . + 𝑪𝑪𝟏𝟏𝒙𝒙 𝒂𝒂𝒏𝒏(𝒙𝒙) + 𝑪𝑪𝟎𝟎 𝒂𝒂𝒏𝒏(𝒙𝒙)   = 𝒇𝒇(𝒙𝒙)

𝒖𝒖(𝒙𝒙) + 𝒂𝒂𝟏𝟏(𝒙𝒙) ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝑥𝑥
0 + 𝒂𝒂𝟐𝟐(𝒙𝒙) ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎 𝒅𝒅𝒅𝒅 +  𝒂𝒂𝟑𝟑(𝒙𝒙) ∫ ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 + ⋯𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒂𝒂𝒏𝒏(𝒙𝒙) ∫ … (𝒏𝒏)𝒙𝒙
𝟎𝟎 … ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅 … . … 𝒅𝒅𝒅𝒅 =  𝒙𝒙

𝟎𝟎  𝒇𝒇(𝒙𝒙) − 𝑪𝑪𝒏𝒏−𝟏𝟏 𝒂𝒂𝟏𝟏(𝒙𝒙) − 𝑪𝑪𝒏𝒏−𝟏𝟏𝒂𝒂𝟐𝟐(𝒙𝒙) − ⋯ −  ∫ + 𝟏𝟏
(𝒏𝒏−𝟏𝟏)! 

𝒙𝒙
𝟎𝟎

𝑪𝑪𝒏𝒏−𝟏𝟏 𝒙𝒙𝒏𝒏−𝟏𝟏 𝒂𝒂𝒏𝒏(𝒙𝒙) …. 𝑪𝑪𝒏𝒏−𝟐𝟐𝒂𝒂𝟐𝟐(𝒙𝒙) − 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙 𝒂𝒂𝟑𝟑(𝒙𝒙) −  … − 𝟏𝟏
(𝒏𝒏−𝟐𝟐)! 𝑪𝑪𝒏𝒏−𝟐𝟐 𝒙𝒙𝒏𝒏−𝟐𝟐 𝒂𝒂𝒏𝒏(𝒙𝒙)  −  …  −

𝑪𝑪𝟏𝟏 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) − 𝑪𝑪𝟏𝟏 𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) − 𝑪𝑪𝟎𝟎 𝒂𝒂𝒏𝒏(𝒙𝒙)

𝒖𝒖(𝒙𝒙) + 𝒙𝒙𝒂𝒂𝟐𝟐(𝒙𝒙) +    𝒙𝒙𝟐𝟐  

𝟐𝟐!  𝒂𝒂𝟑𝟑(𝒙𝒙) + ⋯ + 𝒙𝒙𝒏𝒏−𝟏𝟏 

(𝒏𝒏−𝟏𝟏)! 𝒂𝒂𝒏𝒏(𝒙𝒙)  =  𝒇𝒇𝒏𝒏−𝟏𝟏

𝒂𝒂𝟐𝟐(𝒙𝒙) + 𝒙𝒙 𝒂𝒂𝟑𝟑(𝒙𝒙) + ….+ 𝒙𝒙𝒏𝒏−𝟐𝟐 

(𝒏𝒏−𝟐𝟐)! 𝒂𝒂𝒏𝒏(𝒙𝒙) = 𝒇𝒇𝒏𝒏−𝟐𝟐

………………………………………………………………………..

……………………………………………………………………..…

𝒂𝒂𝒏𝒏−𝟏𝟏(𝒙𝒙) + 𝒂𝒂𝒏𝒏(𝒙𝒙)  =  𝒇𝒇𝟏𝟏

𝒂𝒂𝒏𝒏(𝒙𝒙) = 𝒇𝒇𝟎𝟎

𝑭𝑭(𝒙𝒙) = 𝒇𝒇(𝒙𝒙) − {𝑪𝑪𝒏𝒏−𝟏𝟏 𝒇𝒇𝒏𝒏−𝟏𝟏 (𝒙𝒙) +𝑪𝑪𝒏𝒏−𝟐𝟐(𝒙𝒙)𝒇𝒇𝒏𝒏−𝟐𝟐   (𝒙𝒙) + …………………+𝑪𝑪𝟏𝟏 𝒇𝒇𝟏𝟏 (𝒙𝒙) 𝑪𝑪𝟎𝟎 𝒇𝒇𝟎𝟎 (𝒙𝒙) )

                    ∫ … (𝐧𝐧) … ∫ 𝐮𝐮(𝐭𝐭)𝐝𝐝𝐝𝐝 … 𝐝𝐝𝐝𝐝 = ∫ (𝐱𝐱−𝐭𝐭)𝐧𝐧−𝟏𝟏

(𝐧𝐧−𝟏𝟏)!
𝐱𝐱

𝟎𝟎
𝐱𝐱

𝟎𝟎
𝐱𝐱

𝟎𝟎  𝐮𝐮(𝐭𝐭)𝐝𝐝𝐝𝐝

𝐮𝐮(𝐱𝐱) + 𝐚𝐚𝟏𝟏(𝐱𝐱) ∫ 𝐮𝐮(𝐱𝐱)𝐝𝐝𝐝𝐝
𝐱𝐱

𝟎𝟎
+ 𝐚𝐚𝟐𝟐(𝐱𝐱) ∫ (𝐱𝐱 − 𝐭𝐭)𝐮𝐮(𝐭𝐭) + ⋯ . +𝐚𝐚𝐧𝐧(𝐱𝐱) ∫

(𝐱𝐱 − 𝐭𝐭)𝐧𝐧−𝟏𝟏

(𝐧𝐧 − 𝟏𝟏)!
𝐱𝐱

𝟎𝟎
  𝐮𝐮(𝐭𝐭)𝐝𝐝𝐝𝐝 = 𝐅𝐅(𝐱𝐱)

𝐱𝐱

𝟎𝟎
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𝐮𝐮(𝐱𝐱) +  ∫ [𝐚𝐚𝟏𝟏(𝐱𝐱) + 𝐚𝐚𝟐𝟐(𝐱𝐱) (𝒙𝒙 − 𝒕𝒕) + 𝒂𝒂𝟑𝟑(𝒙𝒙) 𝒙𝒙 − 𝒕𝒕)𝟐𝟐

𝟐𝟐! + ⋯ +  𝐚𝐚𝐧𝐧(𝐱𝐱) (𝐱𝐱 − 𝐭𝐭)𝐧𝐧−𝟏𝟏

(𝐧𝐧 − 𝟏𝟏)!   ]
𝒙𝒙

𝟎𝟎
 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝑭𝑭(𝒙𝒙)

𝑲𝑲(𝒙𝒙 , 𝒕𝒕) = 𝐚𝐚𝟏𝟏(𝐱𝐱) + 𝐚𝐚𝟐𝟐(𝐱𝐱) (𝒙𝒙 − 𝒕𝒕) + 𝒂𝒂𝟑𝟑(𝒙𝒙) 𝒙𝒙 − 𝒕𝒕)𝟐𝟐

𝟐𝟐! + ⋯ +  𝐚𝐚𝐧𝐧(𝐱𝐱) (𝐱𝐱 − 𝐭𝐭)𝐧𝐧−𝟏𝟏

(𝐧𝐧 − 𝟏𝟏)!  

𝐮𝐮(𝐱𝐱) + ∫ 𝐾𝐾(𝑥𝑥 , 𝑡𝑡)𝐮𝐮(𝐭𝐭)𝒅𝒅𝒅𝒅  =
𝒙𝒙

𝟎𝟎
 𝑭𝑭(𝒙𝒙)

ın form, II. A typical Volterra equation is arrived at. Thus, the differential equation given by (1.1) turns 

ıt is also possible to convert an integral equation to a differential equation. For this, it is sufficient to 

𝒅𝒅𝒅𝒅
𝒅𝒅𝒅𝒅 ∫ 𝝏𝝏𝝏𝝏(𝒙𝒙,𝒕𝒕)

𝝏𝝏𝝏𝝏
𝑩𝑩(𝒙𝒙)

𝑨𝑨(𝒙𝒙) 𝒅𝒅𝒅𝒅 + 𝑭𝑭{𝒙𝒙, 𝑩𝑩(𝒙𝒙)} 𝒅𝒅𝒅𝒅
𝒅𝒅𝒅𝒅 − 𝑭𝑭{𝒙𝒙, 𝑨𝑨(𝒙𝒙)} 𝒅𝒅𝒅𝒅

𝒅𝒅𝒅𝒅

𝒅𝒅𝒅𝒅
𝒅𝒅𝒅𝒅 = 𝟎𝟎 , 𝒅𝒅𝒅𝒅

𝒅𝒅𝒅𝒅 = 𝟎𝟎 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺 𝒕𝒕𝒕𝒕𝒕𝒕 𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇 𝒘𝒘𝒘𝒘𝒘𝒘𝒘𝒘 𝒃𝒃𝒃𝒃

𝒅𝒅𝒅𝒅
𝒅𝒅𝒅𝒅 ∫ 𝝏𝝏𝝏𝝏(𝒙𝒙, 𝒕𝒕𝑩𝑩

𝑨𝑨 𝒅𝒅𝒅𝒅 = ∫ 𝝏𝝏𝝏𝝏(𝒙𝒙,𝒕𝒕)
𝝏𝝏𝝏𝝏

𝑩𝑩
𝑨𝑨 𝒅𝒅𝒅𝒅

3.APPLICATIONS 

 𝒅𝒅𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝟐𝟐 𝒑𝒑(𝒙𝒙) 𝒅𝒅𝒅𝒅

𝒅𝒅𝒅𝒅 + 𝒒𝒒(𝒙𝒙)𝒚𝒚 = 𝒇𝒇(𝒙𝒙)

𝑪𝑪𝟎𝟎     ,      𝒚𝒚𝚤𝚤 (𝟎𝟎) = 𝑪𝑪𝟏𝟏
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𝐝𝐝𝟐𝟐 𝐲𝐲
𝐝𝐝𝐱𝐱𝟐𝟐 = 𝐮𝐮(𝐱𝐱)

𝐝𝐝𝟐𝟐 𝐲𝐲
𝐝𝐝𝐱𝐱𝟐𝟐 = 𝒅𝒅

𝒅𝒅𝒅𝒅 ( 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 )  =  𝑑𝑑𝑦𝑦𝚤𝚤

𝑑𝑑𝑑𝑑      𝑣𝑣𝑣𝑣  𝑑𝑑𝑦𝑦𝚤𝚤

𝑑𝑑𝑑𝑑 =   𝐮𝐮(𝐱𝐱)

∫ 𝑑𝑑𝑑𝑑𝚤𝚤𝒙𝒙
𝟎𝟎  =  ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎  

|𝑦𝑦𝚤𝚤|(𝒙𝒙
𝟎𝟎) =  ∫ 𝐮𝐮(𝐱𝐱)𝒅𝒅𝒅𝒅     𝒙𝒙

𝟎𝟎 → 𝑦𝑦𝚤𝚤(𝑥𝑥)  − 𝑦𝑦𝚤𝚤(0)   = ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

𝑦𝑦𝚤𝚤(𝑥𝑥) − 𝑪𝑪𝟏𝟏  = ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎  →   𝑦𝑦𝚤𝚤(𝑥𝑥) = 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑  = ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 𝑪𝑪𝟏𝟏

∫ 𝒅𝒅𝒅𝒅 =  ∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎 𝑪𝑪𝟏𝟏  ∫ 𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎

|𝑦𝑦𝚤𝚤|(𝒙𝒙
𝟎𝟎) = ∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎 𝑪𝑪𝟏𝟏 |𝒙𝒙|(𝒙𝒙
𝟎𝟎)                                  ⬚

− 𝒚𝒚(𝟎𝟎) = ∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎 𝑪𝑪𝟏𝟏(𝒙𝒙 − 𝟎𝟎)

= ∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎 𝑪𝑪𝟏𝟏𝒙𝒙 + 𝑪𝑪𝟎𝟎

∫ ∫ 𝐮𝐮(𝐭𝐭) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 =  ∫ (𝐱𝐱 − 𝐭𝐭) 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅     𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝐮𝐮(𝐱𝐱) + 𝒑𝒑(𝒙𝒙)[ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 +  𝑪𝑪𝟏𝟏] + 𝒒𝒒(𝒙𝒙)[∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 + 𝑪𝑪𝟏𝟏𝒙𝒙 +  𝑪𝑪𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎 ] = 𝑓𝑓(𝑥𝑥)

𝐮𝐮(𝐱𝐱) +  𝑝𝑝(𝑥𝑥) ∫ 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 +𝑥𝑥
0 𝑪𝑪𝟏𝟏 𝒑𝒑(𝒙𝒙) +  𝒒𝒒(𝒙𝒙) ∫  (𝒙𝒙 − 𝒕𝒕) 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 + (𝒙𝒙

𝟎𝟎 𝑪𝑪𝟏𝟏𝒙𝒙 + 𝑪𝑪𝟎𝟎)𝒒𝒒(𝒙𝒙) =  𝑓𝑓(𝑥𝑥)

𝐮𝐮(𝐱𝐱) + ∫ [𝒑𝒑(𝒙𝒙) + (𝒙𝒙 − 𝒕𝒕)𝒒𝒒(𝒙𝒙)] 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝒙𝒙
𝟎𝟎 𝑓𝑓(𝑥𝑥) − [𝑪𝑪𝟏𝟏 𝒑𝒑(𝒙𝒙) + 𝑪𝑪𝟎𝟎𝒒𝒒(𝒙𝒙) + 𝑪𝑪𝟏𝟏    𝒙𝒙 𝒒𝒒(𝒙𝒙) ]

                                            

                                            𝐮𝐮(𝐱𝐱) ∫ 𝑲𝑲(𝒙𝒙 , 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝑭𝑭(𝒙𝒙)𝒙𝒙
𝟎𝟎
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𝐝𝐝𝟐𝟐 𝐲𝐲
𝐝𝐝𝐱𝐱𝟐𝟐 = 𝐮𝐮(𝐱𝐱)

𝐝𝐝𝟐𝟐 𝐲𝐲
𝐝𝐝𝐱𝐱𝟐𝟐 = 𝒅𝒅

𝒅𝒅𝒅𝒅 ( 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 )  =  𝑑𝑑𝑦𝑦𝚤𝚤

𝑑𝑑𝑑𝑑      𝑣𝑣𝑣𝑣  𝑑𝑑𝑦𝑦𝚤𝚤

𝑑𝑑𝑑𝑑 =   𝐮𝐮(𝐱𝐱)

∫ 𝑑𝑑𝑑𝑑𝚤𝚤𝒙𝒙
𝟎𝟎  =  ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎  

|𝑦𝑦𝚤𝚤|(𝒙𝒙
𝟎𝟎) =  ∫ 𝐮𝐮(𝐱𝐱)𝒅𝒅𝒅𝒅     𝒙𝒙

𝟎𝟎 → 𝑦𝑦𝚤𝚤(𝑥𝑥)  − 𝑦𝑦𝚤𝚤(0)   = ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

𝑦𝑦𝚤𝚤(𝑥𝑥) − 𝑪𝑪𝟏𝟏  = ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎  →   𝑦𝑦𝚤𝚤(𝑥𝑥) = 𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑  = ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 𝑪𝑪𝟏𝟏

∫ 𝒅𝒅𝒅𝒅 =  ∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎 𝑪𝑪𝟏𝟏  ∫ 𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎

|𝑦𝑦𝚤𝚤|(𝒙𝒙
𝟎𝟎) = ∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎 𝑪𝑪𝟏𝟏 |𝒙𝒙|(𝒙𝒙
𝟎𝟎)                                  ⬚

− 𝒚𝒚(𝟎𝟎) = ∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎 𝑪𝑪𝟏𝟏(𝒙𝒙 − 𝟎𝟎)

= ∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 +𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎 𝑪𝑪𝟏𝟏𝒙𝒙 + 𝑪𝑪𝟎𝟎

∫ ∫ 𝐮𝐮(𝐭𝐭) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 =  ∫ (𝐱𝐱 − 𝐭𝐭) 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅     𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎

𝐮𝐮(𝐱𝐱) + 𝒑𝒑(𝒙𝒙)[ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 +  𝑪𝑪𝟏𝟏] + 𝒒𝒒(𝒙𝒙)[∫ ∫ 𝐮𝐮(𝐱𝐱) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅 + 𝑪𝑪𝟏𝟏𝒙𝒙 +  𝑪𝑪𝟎𝟎

𝒙𝒙
𝟎𝟎

𝒙𝒙
𝟎𝟎 ] = 𝑓𝑓(𝑥𝑥)

𝐮𝐮(𝐱𝐱) +  𝑝𝑝(𝑥𝑥) ∫ 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 +𝑥𝑥
0 𝑪𝑪𝟏𝟏 𝒑𝒑(𝒙𝒙) +  𝒒𝒒(𝒙𝒙) ∫  (𝒙𝒙 − 𝒕𝒕) 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 + (𝒙𝒙

𝟎𝟎 𝑪𝑪𝟏𝟏𝒙𝒙 + 𝑪𝑪𝟎𝟎)𝒒𝒒(𝒙𝒙) =  𝑓𝑓(𝑥𝑥)

𝐮𝐮(𝐱𝐱) + ∫ [𝒑𝒑(𝒙𝒙) + (𝒙𝒙 − 𝒕𝒕)𝒒𝒒(𝒙𝒙)] 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝒙𝒙
𝟎𝟎 𝑓𝑓(𝑥𝑥) − [𝑪𝑪𝟏𝟏 𝒑𝒑(𝒙𝒙) + 𝑪𝑪𝟎𝟎𝒒𝒒(𝒙𝒙) + 𝑪𝑪𝟏𝟏    𝒙𝒙 𝒒𝒒(𝒙𝒙) ]

                                            

                                            𝐮𝐮(𝐱𝐱) ∫ 𝑲𝑲(𝒙𝒙 , 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝑭𝑭(𝒙𝒙)𝒙𝒙
𝟎𝟎
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𝒅𝒅𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝟐𝟐  𝑨𝑨 𝒅𝒅𝒅𝒅

𝒅𝒅𝒅𝒅 + 𝑩𝑩𝑩𝑩 = 𝒇𝒇(𝒙𝒙)

     

 𝒇𝒇(𝒙𝒙) = 𝟎𝟎     ;  ,       𝒇𝒇(𝒙𝒙) ≠ 𝟎𝟎  

𝑪𝑪𝟎𝟎     ,      𝒚𝒚𝚤𝚤 (𝟎𝟎) = 𝑪𝑪𝟏𝟏

𝐝𝐝𝟐𝟐 𝐲𝐲
𝐝𝐝𝐱𝐱𝟐𝟐 = 𝐮𝐮(𝐱𝐱)

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = ∫ 𝐮𝐮(𝐭𝐭) 𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎 𝑪𝑪𝟏𝟏    → 𝒚𝒚 =  ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 𝒙𝒙
𝟎𝟎  𝑪𝑪𝟏𝟏𝒙𝒙 + 𝑪𝑪𝟎𝟎

𝐮𝐮(𝐱𝐱) ∫ 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 + 𝑨𝑨𝑪𝑪𝟏𝟏 
𝒙𝒙

𝟎𝟎 ∫ (𝐱𝐱 − 𝐭𝐭) 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 + 𝑩𝑩𝑪𝑪𝟐𝟐  𝒙𝒙  + 𝑩𝑩𝑪𝑪𝟎𝟎  =  𝒇𝒇(𝒙𝒙) 𝒙𝒙
𝟎𝟎

𝐮𝐮(𝐱𝐱) +  ∫ ⌈𝑨𝑨 + 𝑩𝑩(𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅⌉  = 
𝒙𝒙

𝟎𝟎
 𝒇𝒇(𝒙𝒙) − ⌈𝑩𝑩𝑪𝑪𝟏𝟏 𝒙𝒙 + 𝑨𝑨𝑪𝑪𝟏𝟏 +  𝑩𝑩𝑪𝑪𝟎𝟎  ⌉

−{𝐮𝐮(𝐱𝐱) + 𝑩𝑩𝑪𝑪𝟏𝟏 𝒙𝒙 + 𝑨𝑨𝑪𝑪𝟏𝟏 +  𝑩𝑩𝑪𝑪𝟎𝟎 }  = ∫ {𝑨𝑨 + 𝑩𝑩(𝒙𝒙 − 𝒕𝒕)}
𝒙𝒙

𝟎𝟎
 𝑼𝑼(𝒕𝒕)𝒅𝒅𝒅𝒅

∅(𝑥𝑥) =  −{𝐮𝐮(𝐱𝐱) + 𝑩𝑩𝑪𝑪𝟏𝟏 𝒙𝒙 + 𝑨𝑨𝑪𝑪𝟏𝟏 +  𝑩𝑩𝑪𝑪𝟎𝟎 }

∅(𝑥𝑥) = ∫ {𝑨𝑨 + 𝑩𝑩(𝒙𝒙 − 𝒕𝒕)}𝒙𝒙
𝟎𝟎  𝑼𝑼(𝒕𝒕)𝒅𝒅𝒅𝒅
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𝒅𝒅𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝟐𝟐 +𝒚𝒚 = 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪

𝒅𝒅𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝟐𝟐 = 𝒖𝒖(𝒙𝒙) → ∫ 𝒅𝒅𝒚𝒚𝚤𝚤𝒙𝒙

𝟎𝟎 = ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

|𝒚𝒚𝚤𝚤(𝐱𝐱)|(𝒙𝒙
𝟎𝟎) = ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅 →𝒙𝒙

𝟎𝟎  𝒚𝒚𝚤𝚤(𝐱𝐱) − 𝒚𝒚𝚤𝚤(𝟎𝟎) = ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

𝒚𝒚𝚤𝚤(𝐱𝐱) − 𝟏𝟏 = ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 → 𝒚𝒚𝚤𝚤 =   𝒅𝒅𝒅𝒅

𝒅𝒅𝒅𝒅 = 𝟏𝟏 + ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

∫ 𝒅𝒅𝒅𝒅 =  ∫ [𝟏𝟏 + ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 ]𝒅𝒅𝒅𝒅 →𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎  |𝒚𝒚(𝒙𝒙)|(𝒙𝒙
𝟎𝟎) = ∫ 𝒅𝒅𝒅𝒅 + ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎

𝒚𝒚(𝒙𝒙) − 𝒚𝒚(𝒐𝒐) =  |𝒙𝒙|(𝒙𝒙
𝟎𝟎) + ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎 → ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝒙𝒙
𝟎𝟎

𝒖𝒖(𝒙𝒙) + 𝒙𝒙 + ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝒙𝒙
𝟎𝟎

𝒖𝒖(𝒙𝒙) =  𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 − 𝒙𝒙 + ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

𝒖𝒖(𝒙𝒙) −  ∫ 𝒖𝒖(𝒕𝒕) 𝒕𝒕𝒕𝒕𝒙𝒙
𝟎𝟎  𝒕𝒕 𝒅𝒅𝒅𝒅 = 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺
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𝒅𝒅𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝟐𝟐 +𝒚𝒚 = 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪

𝒅𝒅𝟐𝟐 𝒚𝒚
𝒅𝒅𝒙𝒙𝟐𝟐 = 𝒖𝒖(𝒙𝒙) → ∫ 𝒅𝒅𝒚𝒚𝚤𝚤𝒙𝒙

𝟎𝟎 = ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

|𝒚𝒚𝚤𝚤(𝐱𝐱)|(𝒙𝒙
𝟎𝟎) = ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅 →𝒙𝒙

𝟎𝟎  𝒚𝒚𝚤𝚤(𝐱𝐱) − 𝒚𝒚𝚤𝚤(𝟎𝟎) = ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

𝒚𝒚𝚤𝚤(𝐱𝐱) − 𝟏𝟏 = ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 → 𝒚𝒚𝚤𝚤 =   𝒅𝒅𝒅𝒅

𝒅𝒅𝒅𝒅 = 𝟏𝟏 + ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

∫ 𝒅𝒅𝒅𝒅 =  ∫ [𝟏𝟏 + ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎 ]𝒅𝒅𝒅𝒅 →𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎  |𝒚𝒚(𝒙𝒙)|(𝒙𝒙
𝟎𝟎) = ∫ 𝒅𝒅𝒅𝒅 + ∫ ∫ 𝒖𝒖(𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎
𝒙𝒙

𝟎𝟎

𝒚𝒚(𝒙𝒙) − 𝒚𝒚(𝒐𝒐) =  |𝒙𝒙|(𝒙𝒙
𝟎𝟎) + ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎 → ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝒙𝒙
𝟎𝟎

𝒖𝒖(𝒙𝒙) + 𝒙𝒙 + ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 = 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝒙𝒙
𝟎𝟎

𝒖𝒖(𝒙𝒙) =  𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 − 𝒙𝒙 + ∫ (𝒙𝒙 − 𝒕𝒕)𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

𝒖𝒖(𝒙𝒙) −  ∫ 𝒖𝒖(𝒕𝒕) 𝒕𝒕𝒕𝒕𝒙𝒙
𝟎𝟎  𝒕𝒕 𝒅𝒅𝒅𝒅 = 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺
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𝒅𝒅𝒅𝒅(𝒙𝒙)
𝒅𝒅𝒅𝒅 − 𝒅𝒅

𝒅𝒅𝒅𝒅 ∫ 𝒖𝒖(𝒕𝒕). 𝒕𝒕𝒕𝒕 𝒕𝒕𝒕𝒕𝒕𝒕 =  𝒅𝒅(𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔)
𝒅𝒅𝒅𝒅

𝒙𝒙
𝟎𝟎

       𝒖𝒖 𝚤𝚤(𝒙𝒙) − 𝒅𝒅
𝒅𝒅𝒅𝒅 ∫ 𝒖𝒖(𝒕𝒕). 𝒕𝒕𝒕𝒕 𝒕𝒕𝒕𝒕𝒕𝒕 =  𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒙𝒙

𝟎𝟎

𝒅𝒅
𝒅𝒅𝒅𝒅 ∫ 𝒖𝒖(𝒕𝒕). 𝒕𝒕𝒕𝒕 𝒕𝒕𝒕𝒕𝒕𝒕 =  ∫ 𝟎𝟎 . 𝒅𝒅𝒅𝒅

𝒙𝒙

𝟎𝟎

𝒙𝒙

𝟎𝟎
+ 𝒖𝒖(𝒙𝒙)𝒕𝒕𝒕𝒕 𝒙𝒙. 𝟏𝟏 = 𝒖𝒖(𝒙𝒙). 𝒕𝒕𝒕𝒕(𝒙𝒙)

   

𝒖𝒖𝚤𝚤(𝒙𝒙) −  𝒖𝒖(𝒙𝒙). 𝒕𝒕𝒕𝒕(𝒙𝒙) = 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪

𝒖𝒖(𝒙𝒙) = 𝒙𝒙 +  𝝀𝝀 ∫ 𝒙𝒙 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅𝒙𝒙
𝟎𝟎

Solutıon

𝒅𝒅𝒅𝒅(𝒙𝒙)
𝒅𝒅𝒅𝒅 =  𝒅𝒅

𝒅𝒅𝒅𝒅 +  𝝀𝝀 𝒅𝒅
𝒅𝒅𝒅𝒅 ∫ 𝒙𝒙𝒙𝒙(𝒕𝒕)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎

𝒖𝒖𝚤𝚤(𝒙𝒙) = 𝟏𝟏 + 𝝀𝝀 𝒅𝒅
𝒅𝒅𝒅𝒅 ∫ 𝒙𝒙𝒙𝒙(𝒕𝒕)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎

𝒅𝒅
𝒅𝒅𝒅𝒅 ∫ 𝒙𝒙𝒙𝒙(𝒕𝒕)𝒅𝒅𝒅𝒅𝒙𝒙

𝟎𝟎 = ∫ 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 + 𝒙𝒙. 𝒖𝒖(𝒙𝒙)𝒙𝒙
𝟎𝟎

         

 𝒖𝒖𝚤𝚤(𝒙𝒙) = 𝟏𝟏 +  𝝀𝝀 [∫ 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 + 𝒙𝒙. 𝒖𝒖(𝒙𝒙)
𝒙𝒙

𝟎𝟎
]

𝒅𝒅𝒖𝒖𝚤𝚤(𝒙𝒙)
𝒅𝒅𝒅𝒅 = 𝒅𝒅

𝒅𝒅𝒅𝒅 (𝟏𝟏) +  𝝀𝝀 𝒅𝒅
𝒅𝒅𝒅𝒅 ∫ 𝒖𝒖(𝒕𝒕)𝒅𝒅𝒅𝒅 + 𝝀𝝀 𝒅𝒅

𝒅𝒅𝒅𝒅 {𝒙𝒙. 𝒖𝒖(𝒙𝒙)}𝒙𝒙
𝟎𝟎

𝒖𝒖𝑰𝑰𝑰𝑰(𝒙𝒙) = 𝟎𝟎 +  𝝀𝝀 𝒖𝒖(𝒙𝒙) +  𝝀𝝀{𝒖𝒖(𝒙𝒙) + 𝒙𝒙. 𝒖𝒖𝚤𝚤(𝒙𝒙)}

By arranging this, the differential equation in accordance with equation (1.10) is obtained.   

                                                        𝒖𝒖𝑰𝑰𝑰𝑰(𝒙𝒙) −  𝝀𝝀 𝒖𝒖(𝒙𝒙) − 𝟐𝟐 𝝀𝝀𝝀𝝀(𝒙𝒙) = 𝟎𝟎 
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Abstract  

In this work, we introduced the Ostrowski inequality based on M-fractional integrals. 
we initially established an identity concerning this inequality to prove the Ostrowski 
inequality based on M-fractional integrals. We derive some results for the Ostrowski 
inequality utilizing this identity, different convex of classes of functions, and well-known 
inequalities. 

Keywords: Ostrowski; Convex function; Fractional inequality. 

1.INTRODUCTION 

In 1938, Ostrowski expressed inequality, which has an important place in mathematics, as follows: 

Supposing that  𝜓𝜓  : [𝑎𝑎, 𝑏𝑏] → 𝑅𝑅  is a differentiable function on  (𝑎𝑎, 𝑏𝑏)  such that the derivative  

𝜓𝜓′  : (𝑎𝑎, 𝑏𝑏) → 𝑅𝑅  is bounded on  (𝑎𝑎, 𝑏𝑏),  i.e.,  ‖𝜓𝜓′‖∞ = 𝑠𝑠𝑠𝑠𝑠𝑠
𝜏𝜏∈(𝑎𝑎,𝑏𝑏)

|𝜓𝜓′(𝜏𝜏)| < ∞.  Then, we have 

|𝜓𝜓(𝑥𝑥) − 1
𝑏𝑏 − 𝑎𝑎∫ 𝜓𝜓(𝜏𝜏)𝑑𝑑𝑑𝑑

𝑏𝑏

𝑎𝑎
| ≤ [14 +

(?− 𝑎𝑎+𝑏𝑏
2 )

2

(𝑏𝑏 − 𝑎𝑎)2 ] (𝑏𝑏 − 𝑎𝑎)‖𝜓𝜓′‖∞ 

for all  𝑥𝑥 ∈ [𝑎𝑎, 𝑏𝑏].  The constant  14  is the best possible. 

Using the Ostrowski inequality, we can estimate the deviation of a smooth function's values from its 
mean value. Numerous variants of Ostrowski-type inequalities have been examined over time for 
various classes of functions, including functions of bounded variation, bounded functions, and convex 
functions. Given that convexity theory is a highly effective and powerful tool for addressing various 
problems across different branches of pure and applied mathematics, many studies have focused on 
Ostrowski inequality for convex functions. For example, Alomari et al. established several Ostrowski-
type inequalities for s-convex functions [1]. Additionally, previous research has investigated 
Ostrowski-type inequalities for other forms of convexity [2-5]. Notably, Set was the first to obtain the 
Riemann--Liouville fractional version of Ostrowski inequality for s-convex functions [6]. Furthermore, 
many researchers have concentrated on developing Ostrowski-type inequalities for specific fractional 
integral operators. Muhammed Adil Khan et al. established several Ostrowski-type inequalities for 
conformable fractional integrals [7]. This study aims to establish some Ostrowski-type inequalities for 
M-fractional integrals. This paper presents many Ostrowski-type inequalities using M-fractional 
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integrals, proves an identity related to the Ostrowski inequality for M-fractional integrals, and gives 
applications in bivariate means theory. Novel and attractive are the concepts and findings presented. 

Supposing that  𝑓𝑓  : [0,∞) → 𝑅𝑅  and  𝑡𝑡 > 0. For 0 < 𝛼𝛼 < 1,  we define the  𝑀𝑀 −derivative of order  𝛼𝛼  
of function  𝑓𝑓 , denoted  𝐷𝐷𝑀𝑀

𝛼𝛼,𝛽𝛽𝑓𝑓(𝑡𝑡) , by 

𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽𝑓𝑓(𝑡𝑡): = lim

𝜀𝜀→0

𝑓𝑓(𝑡𝑡𝐸𝐸𝛽𝛽(𝜀𝜀𝑡𝑡−𝛼𝛼)) − 𝑓𝑓(𝑡𝑡)
𝜀𝜀 , 

where  𝐸𝐸𝛽𝛽(𝑥𝑥) = ∑ 𝑥𝑥𝑘𝑘
𝛤𝛤(𝛽𝛽𝛽𝛽+1)

∞
𝑘𝑘=0 ,   𝛽𝛽 > 0,  is the Mittag-Leffler function with one parameter. Note that 

if  𝑓𝑓  is  𝛼𝛼 -differentiable in some interval  (0, 𝑎𝑎) ,  𝑎𝑎 > 0, and  𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡→0+ 𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽 𝑓𝑓(𝑡𝑡)  exists, then we 

have 

𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽𝑓𝑓(0) = lim

𝑡𝑡→0+
𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽𝑓𝑓(𝑡𝑡). 

 

2.GENERAL PROPERTIES OF METHOD 

Lemma 1.  Let  𝑔𝑔  :  [𝑎𝑎1, 𝑎𝑎2] → 𝑅𝑅  be an  𝑀𝑀 − fractional differentiable function on  (𝑎𝑎1, 𝑎𝑎2)  with  
0 ≤ 𝑎𝑎1 < 𝑎𝑎2,   𝛼𝛼 ∈ (0,1]  and  𝛽𝛽 > 0 . If  𝐷𝐷𝑀𝑀

𝛼𝛼,𝛽𝛽(𝑔𝑔) ∈ 𝐿𝐿𝛼𝛼1 ([𝑎𝑎1, 𝑎𝑎2]) , then we have the identity  

1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔(𝑥𝑥) −

𝛼𝛼
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2

∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1

= 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)

∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎1𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1]
1

0

× 𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) 𝑡𝑡1−𝛼𝛼

𝛤𝛤(𝛽𝛽 + 1) 𝑑𝑑𝛼𝛼𝑡𝑡

+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)

∫ [((1− 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎2𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1]
1

0

× 𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡) 𝑡𝑡1−𝛼𝛼

𝛤𝛤(𝛽𝛽+1) 𝑑𝑑𝛼𝛼𝑡𝑡.                                                                                                          (1)                           

 

Proof. Considering the right side of the equality (1), because  𝑑𝑑𝛼𝛼𝑡𝑡 =
𝛤𝛤(𝛽𝛽+1)
𝑡𝑡1−𝛼𝛼 ,  it follows that  

𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)

∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎1𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1]
1

0

× 𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1− 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) 𝑡𝑡1−𝛼𝛼

𝛤𝛤(𝛽𝛽 + 1) 𝑑𝑑𝛼𝛼𝑡𝑡

+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)

∫ [((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎2𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1]
1

0

× 𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1− 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡) 𝑡𝑡1−𝛼𝛼

𝛤𝛤(𝛽𝛽 + 1) 𝑑𝑑𝛼𝛼𝑡𝑡

= 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)

∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎1𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1]𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0
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+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)

∫ [((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎2𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1]𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑.

1

0
 

Because of the realtion between M-fractional derivative and clasical derivative, one has 

∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎1𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1]𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0

= 1
𝛤𝛤(𝛽𝛽 + 1)∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼]𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0
 

and   

∫ [((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎2𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1]𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑.

1

0

= 1
𝛤𝛤(𝛽𝛽 + 1)∫ [((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎2𝛼𝛼]𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑.

1

0
 

Using the change of the variable  (1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡 = 𝑢𝑢  and  𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑑𝑑
𝑥𝑥−𝑎𝑎1

  after applying integration by 

parts for M-fractional integrals 

1
𝛤𝛤(𝛽𝛽 + 1)∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼]𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0

= 1
𝛤𝛤(𝛽𝛽 + 1) [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼]

𝑔𝑔((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)
(𝑥𝑥 − 𝑎𝑎1)

|
0

1

− 1
𝛤𝛤(𝛽𝛽 + 1)∫ 𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1𝑔𝑔((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0

= 1
𝛤𝛤(𝛽𝛽 + 1) (

𝑥𝑥𝛼𝛼 − 𝑎𝑎1𝛼𝛼
𝑥𝑥 − 𝑎𝑎1

𝑔𝑔(𝑥𝑥) − 𝛼𝛼
(𝑥𝑥 − 𝑎𝑎1)𝛤𝛤(𝛽𝛽 + 1)∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠

𝑥𝑥

𝑎𝑎1
), 

and using the change of the variable  (1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡 = 𝑣𝑣  and  𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑑𝑑
𝑥𝑥−𝑎𝑎2

  after applying integration 

by parts for M-fractional integrals  

1
𝛤𝛤(𝛽𝛽 + 1)∫ [((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎2𝛼𝛼]𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0

= 1
𝛤𝛤(𝛽𝛽 + 1) [((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎2𝛼𝛼]

𝑔𝑔((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)
𝑥𝑥 − 𝑎𝑎2

|
0

1

− 1
𝛤𝛤(𝛽𝛽 + 1)∫ 𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1𝑔𝑔((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0

= 1
𝛤𝛤(𝛽𝛽 + 1) (

𝑎𝑎2𝛼𝛼 − 𝑥𝑥𝛼𝛼
𝑎𝑎2 − 𝑥𝑥 𝑔𝑔(𝑥𝑥) − 𝛼𝛼

(𝑎𝑎2 − 𝑥𝑥)𝛤𝛤(𝛽𝛽 + 1)∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑥𝑥
) 

Then we have the equality 

𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)

∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎1𝛼𝛼((1− 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1] 𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0
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+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼) ∫ [((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)2𝛼𝛼−1 − 𝑎𝑎2

𝛼𝛼((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1] 𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔)((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝑑𝑑𝑑𝑑

1

0

= 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)

1
𝛤𝛤(𝛽𝛽 + 1) (𝑥𝑥𝛼𝛼 − 𝑎𝑎1

𝛼𝛼

𝑥𝑥 − 𝑎𝑎1
𝑔𝑔(𝑥𝑥) − 𝛼𝛼

(𝑥𝑥 − 𝑎𝑎1)𝛤𝛤(𝛽𝛽 + 1) ∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑥𝑥

𝑎𝑎1
)

+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)

1
𝛤𝛤(𝛽𝛽 + 1) (𝑎𝑎2

𝛼𝛼 − 𝑥𝑥𝛼𝛼

𝑎𝑎2 − 𝑥𝑥 𝑔𝑔(𝑥𝑥) − 𝛼𝛼
(𝑎𝑎2 − 𝑥𝑥)𝛤𝛤(𝛽𝛽 + 1) ∫

𝑎𝑎2

𝑥𝑥
𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠)

= 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔(𝑥𝑥) − 𝛼𝛼

(𝑎𝑎2
𝛼𝛼 − 𝑎𝑎1

𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2 ∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
 

 

 Theorem 2.  Let  𝑔𝑔  :  [𝑎𝑎1, 𝑎𝑎2] → 𝑅𝑅  be an  𝑀𝑀 − fractional differentiable function on  (𝑎𝑎1, 𝑎𝑎2)  with  

0 ≤ 𝑎𝑎1 < 𝑎𝑎2,   𝛼𝛼 ∈ (0,1] ,  𝛽𝛽 > 0 , and  𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔) ∈ 𝐿𝐿𝛼𝛼

1 ([𝑎𝑎1, 𝑎𝑎2]). If   |𝑔𝑔′(𝑥𝑥)|  is convex on  [𝑎𝑎1, 𝑎𝑎2], 
then one has the inequality  

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔(𝑥𝑥) − 𝛼𝛼

(𝑎𝑎2
𝛼𝛼 − 𝑎𝑎1

𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2 ∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
|

≤ 𝑥𝑥−𝑎𝑎1
(𝑎𝑎2

𝛼𝛼−𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽+1) 𝛥𝛥1 + 𝑎𝑎2−𝑥𝑥

(𝑎𝑎2
𝛼𝛼−𝑎𝑎1

𝛼𝛼)𝛤𝛤(𝛽𝛽+1) 𝛥𝛥2                                                                                                           (2) 

where 

𝛥𝛥1 = 1
6 𝑎𝑎1

𝛼𝛼−1𝑥𝑥|𝑔𝑔′(𝑎𝑎1)| + 1
12 𝑥𝑥𝛼𝛼−1𝑎𝑎1|𝑔𝑔′(𝑎𝑎1)| + 1

12 𝑥𝑥|𝑔𝑔′(𝑎𝑎1)| − 1
4 𝑎𝑎1

𝛼𝛼|𝑔𝑔′(𝑎𝑎1)|

+ 1
12 𝑎𝑎1|𝑔𝑔′(𝑥𝑥)| + 1

12 𝑥𝑥𝛼𝛼−1𝑎𝑎1|𝑔𝑔′(𝑥𝑥)| + 1
4 𝑥𝑥|𝑔𝑔′(𝑥𝑥)| − 1

2 𝑎𝑎1
𝛼𝛼𝑥𝑥|𝑔𝑔′(𝑥𝑥)|,

𝛥𝛥2 = 1
6 𝑎𝑎2

𝛼𝛼|𝑔𝑔′(𝑎𝑎2)| − 1
6 𝑥𝑥𝛼𝛼|𝑔𝑔′(𝑎𝑎2)| + 1

3 𝑎𝑎2
𝛼𝛼|𝑔𝑔′(𝑥𝑥)| − 1

3 𝑥𝑥𝛼𝛼|𝑔𝑔′(𝑥𝑥)|. 

proof: Let  𝑦𝑦 > 0, 𝜃𝜃1, 𝜃𝜃2 and |𝑔𝑔′| be convex function then  𝜃𝜃1 = 𝑦𝑦𝛼𝛼−1  𝜃𝜃2(𝑦𝑦) = −𝑦𝑦𝛼𝛼.  it follows from 
Lemma 1 that 

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔(𝑥𝑥) − 𝛼𝛼

(𝑎𝑎2
𝛼𝛼 − 𝑎𝑎1

𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2 ∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
|

≤ 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) ∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1

𝛼𝛼]|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑
1

0

+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) ∫ [(𝑎𝑎2

𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼]|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑
1

0

≤ 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) ∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼−1((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1

𝛼𝛼] |𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑
1

0

+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) ∫ [(𝑎𝑎2

𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2
𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)]|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑

1

0
 

≤ 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) ∫ [((1 − 𝑡𝑡)𝑎𝑎1

𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1
𝛼𝛼]

1

0
|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑

+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) ∫ [(𝑎𝑎2

𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2
𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)]|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑

1

0
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≤ 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1)∫ [((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼]

1

0
 

× [(1 − 𝑡𝑡)|𝑔𝑔′(𝑎𝑎1)| + 𝑡𝑡|𝑔𝑔′(𝑥𝑥)|]dt

+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1)∫ [(𝑎𝑎2𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)][(1 − 𝑡𝑡)|𝑔𝑔′(𝑎𝑎2)| + 𝑡𝑡|𝑔𝑔′(𝑥𝑥)|]𝑑𝑑𝑑𝑑

1

0

= 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) 𝛥𝛥1 +

𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) 𝛥𝛥2 

If we calculate the integrals 

𝛥𝛥1 = ∫ [((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼] [(1 − 𝑡𝑡)|𝑔𝑔′(𝑎𝑎1)| + 𝑡𝑡|𝑔𝑔′(𝑥𝑥)|]𝑑𝑑𝑑𝑑
1

0

= |𝑔𝑔′(𝑎𝑎1)|∫ [((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼] (1 − 𝑡𝑡)𝑑𝑑𝑑𝑑
1

0

+|𝑔𝑔′(𝑥𝑥)|∫ [((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼] 𝑡𝑡𝑡𝑡𝑡𝑡
1

0
 

and 

𝛥𝛥2 = ∫ [(𝑎𝑎2𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)][(1 − 𝑡𝑡)|𝑔𝑔′(𝑎𝑎2)| + 𝑡𝑡|𝑔𝑔′(𝑥𝑥)|]𝑑𝑑𝑑𝑑
1

0

= |𝑔𝑔′(𝑎𝑎2)|∫ [(𝑎𝑎2𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)](1 − 𝑡𝑡)𝑑𝑑𝑑𝑑
1

0

+|𝑔𝑔′(𝑥𝑥)|∫ [(𝑎𝑎2𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)]𝑡𝑡𝑡𝑡𝑡𝑡
1

0
, 

then we reach the requaired inequaity (2). 

 Corollary 3. Let  𝑥𝑥 = (𝑎𝑎1 + 𝑎𝑎2)/2 . Then theorem 2 leads to 

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔 (

𝑎𝑎1 + 𝑎𝑎2
2 ) − 𝛼𝛼

(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2
∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠

𝑎𝑎2

𝑎𝑎1
|

≤ 𝑎𝑎2 − 𝑎𝑎1
2(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) [(

2𝑎𝑎1𝛼𝛼−1𝑎𝑎2 − 10𝑎𝑎1𝛼𝛼 + 𝑎𝑎1 + 𝑎𝑎2
24 ) |𝑔𝑔′(𝑎𝑎1)| −

+ 𝑎𝑎1
12 (

𝑎𝑎1 + 𝑎𝑎2
2 )

𝛼𝛼−1
|𝑔𝑔′(𝑎𝑎1)| + (5𝑎𝑎1 + 3𝑎𝑎2 − 12𝑎𝑎1𝛼𝛼

24 ) |𝑔𝑔′ (𝑎𝑎1 + 𝑎𝑎2
2 )|

+ 𝑎𝑎1
12 (

𝑎𝑎1 + 𝑎𝑎2
2 )

𝛼𝛼−1
|𝑔𝑔′ (𝑎𝑎1 + 𝑎𝑎2

2 )| + 1
6𝑎𝑎2

𝛼𝛼|𝑔𝑔′(𝑎𝑎2)| −
1
6 (

𝑎𝑎1 + 𝑎𝑎2
2 )

𝛼𝛼
|𝑔𝑔′(𝑎𝑎2)|

+𝑎𝑎2𝛼𝛼
3 |𝑔𝑔′ (𝑎𝑎1 + 𝑎𝑎2

2 )| − 1
3 (

𝑎𝑎1 + 𝑎𝑎2
2 )

𝛼𝛼
|𝑔𝑔′ (𝑎𝑎1 + 𝑎𝑎2

2 )|]. 

 

 Remark 4.  If  𝛼𝛼 = 𝛽𝛽 = 1,  then corollary 3  becomes 

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔 (

𝑎𝑎1 + 𝑎𝑎2
2 ) − 𝛼𝛼

(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2
∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠

𝑎𝑎2

𝑎𝑎1
|
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≤ 𝑎𝑎2 − 𝑎𝑎1
24𝛤𝛤(𝛽𝛽 + 1) (

𝑎𝑎1 + 𝑎𝑎2
2 )

𝛼𝛼−1
(|𝑔𝑔′(𝑎𝑎1)| + 4 |𝑔𝑔′ (𝑎𝑎1 + 𝑎𝑎2

2 )| + |𝑔𝑔′(𝑎𝑎2)|)

≤ 𝑎𝑎2 − 𝑎𝑎1
8𝛤𝛤(𝛽𝛽 + 1) (|𝑔𝑔

′(𝑎𝑎1)| + |𝑔𝑔′(𝑎𝑎2)|) 

where the second inequality is obtained by using the convexity of  |𝑔𝑔′|.  

 Theorem 5. Let  𝑞𝑞 > 1 ,  𝐾𝐾 > 0,   𝑔𝑔  :  [𝑎𝑎1, 𝑎𝑎2] → 𝑅𝑅  be an  𝑀𝑀 − fractional differentiable function on  
(𝑎𝑎1, 𝑎𝑎2)  with  0 ≤ 𝑎𝑎1 < 𝑎𝑎2,   𝛼𝛼 ∈ (0,1] ,  𝛽𝛽 > 0 , and  𝐷𝐷𝑀𝑀

𝛼𝛼,𝛽𝛽(𝑔𝑔) ∈ 𝐿𝐿𝛼𝛼1 ([𝑎𝑎1, 𝑎𝑎2]). If   |𝑔𝑔′(𝑥𝑥)|  is convex 
on  [𝑎𝑎1, 𝑎𝑎2], . then the inequality 

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔 (

𝑎𝑎1 + 𝑎𝑎2
2 ) − 𝛼𝛼

(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2
∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠

𝑎𝑎2

𝑎𝑎1
|

≤ 𝐾𝐾 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) (𝐴𝐴1(𝛼𝛼))

1−1/𝑞𝑞(𝐴𝐴2(𝛼𝛼) + 𝐴𝐴3(𝛼𝛼))
1/𝑞𝑞

+𝐾𝐾 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) (𝐵𝐵1(𝛼𝛼))

1−1/𝑞𝑞(𝐵𝐵2(𝛼𝛼) + 𝐵𝐵3(𝛼𝛼))
1/𝑞𝑞

 

from |𝑔𝑔′|𝑞𝑞  is convex on  [𝑎𝑎1, 𝑎𝑎2]  and  |𝑔𝑔′(𝑥𝑥)|𝑞𝑞 ≤ 𝐾𝐾 , that 

𝐴𝐴1(𝛼𝛼) =
𝑥𝑥𝛼𝛼+1 − 𝑎𝑎1𝛼𝛼+1

(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)
− 𝑎𝑎1𝛼𝛼,  𝐵𝐵1(𝛼𝛼) = 𝑎𝑎2𝛼𝛼 −

𝑥𝑥𝛼𝛼+1 − 𝑎𝑎2𝛼𝛼+1
(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)

𝐴𝐴2(𝛼𝛼) = − 𝑎𝑎1𝛼𝛼+1
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)

(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1) + 𝑎𝑎1
(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1)

+ 𝑥𝑥𝛼𝛼+2
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)2(𝛼𝛼 + 2) −

𝑎𝑎1𝛼𝛼
2 ,

𝐵𝐵2(𝛼𝛼) =
𝑎𝑎2𝛼𝛼
2 + 𝑎𝑎2𝛼𝛼+1

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)
(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) + 𝑎𝑎2

(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑥𝑥𝛼𝛼+2
(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)2(𝛼𝛼 + 2)

𝐴𝐴3(𝛼𝛼) =
𝑥𝑥𝛼𝛼+1

(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)
(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1) − 𝑥𝑥
(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1)

+ 𝑎𝑎1𝛼𝛼+2
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)2(𝛼𝛼 + 2) −

𝑎𝑎1𝛼𝛼
2 ,

𝐵𝐵3(𝛼𝛼) =
𝑎𝑎2𝛼𝛼
2 − 𝑥𝑥𝛼𝛼+1

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)
(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑥𝑥
(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑎𝑎2𝛼𝛼+2

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)2(𝛼𝛼 + 2). 

 Proof: power-mean inequality and the convexity of  |𝑔𝑔′|𝑞𝑞  together with and from lemma 1, the 
identities 

∫ (((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝑑𝑑𝑑𝑑
1

0
= 𝑥𝑥𝛼𝛼+1 − 𝑎𝑎1𝛼𝛼+1
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)

− 𝑎𝑎1 

and 

∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)𝑑𝑑𝑑𝑑
1

0
= 𝑎𝑎2𝛼𝛼 −

𝑥𝑥𝛼𝛼+1 − 𝑎𝑎2𝛼𝛼+1
(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥) 

we clearly see that 

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔(𝑥𝑥) −

𝛼𝛼
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2

∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
|

≤ 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1)∫ [((1− 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼]|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑

1

0
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+ 𝑎𝑎2−𝑥𝑥
(𝑎𝑎2𝛼𝛼−𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽+1)

∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑1
0                                                     (3) 

 

∫ [((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼]|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑
1

0

≤ (∫ (((1− 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝑑𝑑𝑑𝑑
1

0
)
1−1/𝑞𝑞

× (∫ (((1− 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑥𝑥)𝛼𝛼 − 𝑎𝑎1𝛼𝛼)|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑞𝑞𝑑𝑑𝑑𝑑1
0 )

1/𝑞𝑞
                                                                  (4) 

and 

∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑
1

0

≤ (∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)𝑑𝑑𝑑𝑑
1

0
)
1−1/𝑞𝑞

× (∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑞𝑞𝑑𝑑𝑑𝑑1
0 )

1/𝑞𝑞
,                                                                 (5) 

from this integrals 

∫ (((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼)|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑞𝑞𝑑𝑑𝑑𝑑
1

0

≤ ∫ (((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼)[(1 − 𝑡𝑡)|𝑔𝑔′(𝑎𝑎1)|𝑞𝑞 + 𝑡𝑡|𝑔𝑔′(𝑥𝑥)|𝑞𝑞]𝑑𝑑𝑑𝑑
1

0

= |𝑔𝑔′(𝑎𝑎1)|𝑞𝑞 ∫ (((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼)(1 − 𝑡𝑡)𝑑𝑑𝑑𝑑
1

0

+|𝑔𝑔′(𝑥𝑥)|𝑞𝑞 ∫ (((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝑡𝑡𝑡𝑡𝑡𝑡
1

0

= |𝑔𝑔′(𝑎𝑎1)|𝑞𝑞 (−
𝑎𝑎1𝛼𝛼+1

(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)
(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1) + 𝑎𝑎1
(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1)

+ 𝑥𝑥𝛼𝛼+2
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)2(𝛼𝛼 + 2) −

𝑎𝑎1𝛼𝛼
2 )

+|𝑔𝑔′(𝑥𝑥)|𝑞𝑞 ( 𝑥𝑥𝛼𝛼+1
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)

(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1) − 𝑥𝑥
(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1)

+ 𝑎𝑎1𝛼𝛼+2
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)2(𝛼𝛼 + 2) −

𝑎𝑎1𝛼𝛼
2 )

≤ 𝐾𝐾𝑞𝑞 (− 𝑎𝑎1𝛼𝛼+1
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)

(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1) + 𝑎𝑎1
(𝛼𝛼 + 2)(𝑥𝑥 − 𝑎𝑎1)

+ 𝑥𝑥𝛼𝛼+2
(𝛼𝛼 + 1)(𝑥𝑥 − 𝑎𝑎1)2(𝛼𝛼 + 2) −

𝑎𝑎1𝛼𝛼
2 )

+𝐾𝐾𝑞𝑞 ( 𝑥𝑥𝛼𝛼+1
(𝛼𝛼+1)(𝑥𝑥−𝑎𝑎1)

(𝛼𝛼+2)(𝑥𝑥−𝑎𝑎1)−𝑥𝑥
(𝛼𝛼+2)(𝑥𝑥−𝑎𝑎1)

+ 𝑎𝑎1𝛼𝛼+2
(𝛼𝛼+1)(𝑥𝑥−𝑎𝑎1)2(𝛼𝛼+2)

− 𝑎𝑎1𝛼𝛼
2 )                                                                         (6) 

and 

∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑞𝑞𝑑𝑑𝑑𝑑
1

0

≤ ∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)[(1 − 𝑡𝑡)|𝑔𝑔′(𝑎𝑎2)|𝑞𝑞 + 𝑡𝑡|𝑔𝑔′(𝑥𝑥)|𝑞𝑞]𝑑𝑑𝑑𝑑
1

0

= |𝑔𝑔′(𝑎𝑎2)|𝑞𝑞 ∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)(1 − 𝑡𝑡)𝑑𝑑𝑑𝑑
1

0
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+|𝑔𝑔′(𝑥𝑥)|𝑞𝑞 ∫ (𝑎𝑎2
𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)𝛼𝛼)𝑡𝑡𝑡𝑡𝑡𝑡

1

0

= |𝑔𝑔′(𝑎𝑎2)|𝑞𝑞 (𝑎𝑎2
𝛼𝛼

2 + 𝑎𝑎2
𝛼𝛼+1

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)
(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) + 𝑎𝑎2

(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑥𝑥𝛼𝛼+2

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)2(𝛼𝛼 + 2))

+|𝑔𝑔′(𝑥𝑥)|𝑞𝑞 (𝑎𝑎2
𝛼𝛼

2 − 𝑥𝑥𝛼𝛼+1

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)
(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑥𝑥

(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑎𝑎2
𝛼𝛼+2

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)2(𝛼𝛼 + 2))

≤ 𝐾𝐾𝑞𝑞 (𝑎𝑎2
𝛼𝛼

2 + 𝑎𝑎2
𝛼𝛼+1

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)
(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) + 𝑎𝑎2

(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑥𝑥𝛼𝛼+2

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)2(𝛼𝛼 + 2))

+𝐾𝐾𝑞𝑞 (𝑎𝑎2
𝛼𝛼

2 − 𝑥𝑥𝛼𝛼+1

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)
(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑥𝑥

(𝛼𝛼 + 2)(𝑎𝑎2 − 𝑥𝑥) − 𝑎𝑎2
𝛼𝛼+2

(𝛼𝛼 + 1)(𝑎𝑎2 − 𝑥𝑥)2(𝛼𝛼 + 2)).                            (7) 

Thus, Theorem 5 follows easily from (3)-(7). 

 Remark 6. Let  𝛼𝛼 = 1.  Then Theorem 5 becomes 

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔(𝑥𝑥) − 𝛼𝛼

(𝑎𝑎2
𝛼𝛼 − 𝑎𝑎1

𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2 ∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
|

≤ 𝐾𝐾 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2 − 𝑎𝑎1)𝛤𝛤(𝛽𝛽 + 1) (𝐴𝐴1(1))1−1/𝑞𝑞[𝐴𝐴2(1) + 𝐴𝐴3(1)]1/𝑞𝑞

+ 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2 − 𝑎𝑎1)𝛤𝛤(𝛽𝛽 + 1) (𝐵𝐵1(1))1−1/𝑞𝑞[𝐵𝐵2(1) + 𝐵𝐵3(1)]1/𝑞𝑞 

where 

𝐴𝐴1(1) = 𝑥𝑥 − 𝑎𝑎1
2 ,   𝐵𝐵1(1) = 𝑎𝑎2 − 𝑥𝑥

2 ,

𝐴𝐴2(1) = 3𝑎𝑎1
2𝑥𝑥 + 6𝑎𝑎1

2 + 𝑥𝑥3 − 3𝑎𝑎1𝑥𝑥2 − 3𝑎𝑎1
3

6(𝑥𝑥 − 𝑎𝑎1)2 ,

𝐵𝐵2(1) = 7𝑎𝑎2
3𝑥𝑥 + 3𝑎𝑎2𝑥𝑥2 − 9𝑎𝑎2

2𝑥𝑥 − 𝑥𝑥3

6(𝑎𝑎2 − 𝑥𝑥)2 ,

𝐴𝐴3(1) = 2𝑥𝑥3 − 2𝑎𝑎1
3 − 6𝑎𝑎1𝑥𝑥2 + 6𝑎𝑎1

2𝑥𝑥
6(𝑥𝑥 − 𝑎𝑎1)2 ,

𝐵𝐵3(1) = 2𝑎𝑎2
3𝑥𝑥 − 6𝑎𝑎2𝑥𝑥 + 2𝑥𝑥3

6(𝑎𝑎2 − 𝑥𝑥)2 . 

 

Theorem 7.  Let  𝑞𝑞 > 1, 𝐾𝐾 > 0,   𝑔𝑔  :  [𝑎𝑎1, 𝑎𝑎2] → 𝑅𝑅  be an  𝑀𝑀 − fractional differentiable function with  

0 ≤ 𝑎𝑎1 < 𝑎𝑎2,   𝛼𝛼 ∈ (0,1] ,  𝛽𝛽 > 0 , and  𝐷𝐷𝑀𝑀
𝛼𝛼,𝛽𝛽(𝑔𝑔) ∈ 𝐿𝐿𝛼𝛼

1 ([𝑎𝑎1, 𝑎𝑎2]). Then 

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔(𝑥𝑥) − 𝛼𝛼

(𝑎𝑎2
𝛼𝛼 − 𝑎𝑎1

𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2 ∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
|

≤ 𝐾𝐾 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) (𝐴𝐴1(𝛼𝛼))1−1/𝑞𝑞 (−8𝑎𝑎1

𝛼𝛼 + 2𝑎𝑎1
𝛼𝛼−1𝑥𝑥 + 2𝑥𝑥𝛼𝛼−1𝑎𝑎1 + 4𝑥𝑥𝛼𝛼

12 )
1/𝑞𝑞

+𝐾𝐾 𝑎𝑎2 − 𝑥𝑥
(𝑎𝑎2

𝛼𝛼 − 𝑎𝑎1
𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) (𝐵𝐵1(𝛼𝛼))1−1/𝑞𝑞 (𝑎𝑎2

𝛼𝛼 − 𝑥𝑥𝛼𝛼

2 )
1/𝑞𝑞
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from  |𝑔𝑔′|𝑞𝑞  is convex on  [𝑎𝑎1, 𝑎𝑎2]  and  |𝑔𝑔′(𝑥𝑥)|𝑞𝑞 ≤ 𝐾𝐾,  where 

𝐴𝐴1(𝛼𝛼) =
2𝑎𝑎1𝛼𝛼 + 𝑎𝑎1𝛼𝛼−1𝑥𝑥 + 𝑥𝑥𝛼𝛼−1𝑎𝑎1 + 2𝑥𝑥𝛼𝛼 − 6𝑎𝑎1𝛼𝛼

6 ,    𝐵𝐵1(𝛼𝛼) =
𝑎𝑎2𝛼𝛼 − 𝑥𝑥𝛼𝛼

2 . 

 

Proof. We obtain from the proof of Theorem 2 that 

| 1
𝛤𝛤(𝛽𝛽 + 1) 𝑔𝑔(𝑥𝑥) −

𝛼𝛼
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)(𝛤𝛤(𝛽𝛽 + 1))2

∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
|

≤ 𝑥𝑥 − 𝑎𝑎1
(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1)∫ [((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼]

1

0
|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑

+ 𝑎𝑎2−𝑥𝑥
(𝑎𝑎2𝛼𝛼−𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽+1)

∫ [(𝑎𝑎2𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)]|𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑1
0                                                      (8) 

from the identities together with the power-mean inequality and convexity of |𝑔𝑔′|𝑞𝑞 

∫ [((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼] 𝑑𝑑𝑑𝑑
1

0
= 2𝑎𝑎1𝛼𝛼 + 𝑎𝑎1𝛼𝛼−1𝑥𝑥 + 𝑥𝑥𝛼𝛼−1𝑎𝑎1 + 2𝑥𝑥𝛼𝛼 − 6𝑎𝑎1𝛼𝛼

6  

and 

∫ [(𝑎𝑎2𝛼𝛼 − (1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)]𝑑𝑑𝑑𝑑
1

0
= 𝑎𝑎2𝛼𝛼 − 𝑥𝑥𝛼𝛼

2  

we get 

∫ [((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼] |𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑
1

0

≤ (∫ (((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼)𝑑𝑑𝑑𝑑
1

0
)
1−1/𝑞𝑞

× (∫ (((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼) |𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑞𝑞𝑑𝑑𝑑𝑑1
0 )

1/𝑞𝑞
                       (9) 

and 

∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)) |𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑑𝑑𝑑𝑑
1

0

≤ (∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)) 𝑑𝑑𝑑𝑑
1

0
)
1−1/𝑞𝑞

× (∫ (𝑎𝑎2𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)) |𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑞𝑞𝑑𝑑𝑑𝑑1
0 )

1/𝑞𝑞
                                                             (10) 

We obtain 

∫ (((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼) |𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡)|𝑞𝑞𝑑𝑑𝑑𝑑
1

0

≤ ∫ (((1 − 𝑡𝑡)𝑎𝑎1𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1𝛼𝛼) [(1 − 𝑡𝑡)|𝑔𝑔′(𝑎𝑎1)|𝑞𝑞 + 𝑡𝑡|𝑔𝑔′(𝑥𝑥)|𝑞𝑞]𝑑𝑑𝑑𝑑
1

0
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= |𝑔𝑔′(𝑎𝑎1)|𝑞𝑞 ∫ (((1 − 𝑡𝑡)𝑎𝑎1
𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1

𝛼𝛼) (1 − 𝑡𝑡)𝑑𝑑𝑑𝑑
1

0

+|𝑔𝑔′(𝑥𝑥)|𝑞𝑞 ∫ (((1 − 𝑡𝑡)𝑎𝑎1
𝛼𝛼−1 + 𝑡𝑡𝑥𝑥𝛼𝛼−1) ((1 − 𝑡𝑡)𝑎𝑎1 + 𝑡𝑡𝑡𝑡) − 𝑎𝑎1

𝛼𝛼) 𝑡𝑡𝑡𝑡𝑡𝑡
1

0

= |𝑔𝑔′(𝑎𝑎1)|𝑞𝑞 (1
4 𝑎𝑎1

𝛼𝛼 + 1
12 𝑎𝑎1

𝛼𝛼−1𝑥𝑥 + 1
12 𝑥𝑥𝛼𝛼−1𝑎𝑎1 + 1

12 𝑥𝑥𝛼𝛼 − 1
2 𝑎𝑎1

𝛼𝛼)

+|𝑔𝑔′(𝑥𝑥)|𝑞𝑞 ( 1
12 𝑎𝑎1

𝛼𝛼 + 1
12 𝑎𝑎1

𝛼𝛼−1𝑥𝑥 + 1
12 𝑥𝑥𝛼𝛼−1𝑎𝑎1 + 1

4 𝑥𝑥𝛼𝛼 − 1
2 𝑎𝑎1

𝛼𝛼) 

≤ 𝐾𝐾𝑞𝑞 (−8𝑎𝑎1𝛼𝛼+2𝑎𝑎1𝛼𝛼−1𝑥𝑥+2𝑥𝑥𝛼𝛼−1𝑎𝑎1+4𝑥𝑥𝛼𝛼

12 )                                                                                                                  (11)

 

sımılarly 

∫ (𝑎𝑎2
𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2

𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)) |𝑔𝑔′((1 − 𝑡𝑡)𝑎𝑎2 + 𝑡𝑡𝑡𝑡)|𝑞𝑞𝑑𝑑𝑡𝑡
1

0

≤ ∫ (𝑎𝑎2
𝛼𝛼 − ((1 − 𝑡𝑡)𝑎𝑎2

𝛼𝛼 + 𝑡𝑡𝑥𝑥𝛼𝛼)) [(1 − 𝑡𝑡)|𝑔𝑔′(𝑎𝑎2)|𝑞𝑞 + 𝑡𝑡|𝑔𝑔′(𝑥𝑥)|𝑞𝑞]𝑑𝑑𝑑𝑑
1

0

= |𝑔𝑔′(𝑎𝑎2)|𝑞𝑞 (𝑎𝑎2
𝛼𝛼 − 𝑥𝑥𝛼𝛼

6 ) + |𝑔𝑔′(𝑥𝑥)|𝑞𝑞 (𝑎𝑎2
𝛼𝛼 − 𝑥𝑥𝛼𝛼

3 )

≤ 𝐾𝐾𝑞𝑞 (𝑎𝑎2𝛼𝛼−𝑥𝑥𝛼𝛼

2 )                                                                                                                                                     (12) 

consequently, theorem (7) follows easily from (8)-(12). 

 

3.APPLICATIONS 

Let  𝑎𝑎1, 𝑎𝑎2 > 0  with  𝑎𝑎1 ≠ 𝑎𝑎2.  Generalized logarithmic mean  𝐿𝐿(𝛼𝛼,𝑟𝑟)(𝑎𝑎1, 𝑎𝑎2), logarithmic mean  
𝐿𝐿(𝑎𝑎1, 𝑎𝑎2), the arithmetic mean  𝐴𝐴(𝑎𝑎1, 𝑎𝑎2) of  𝑎𝑎1  and  𝑎𝑎2  are defined by  

𝐴𝐴(𝑎𝑎1, 𝑎𝑎2) = 𝑎𝑎1 + 𝑎𝑎2
2 , 

 

𝐿𝐿(𝑎𝑎1, 𝑎𝑎2) = 𝑎𝑎2 − 𝑎𝑎1
𝑙𝑙𝑙𝑙𝑙𝑙 𝑎𝑎2 − 𝑙𝑙𝑙𝑙𝑙𝑙 𝑎𝑎1

, 

and 

𝐿𝐿(𝛼𝛼,𝑟𝑟)(𝑎𝑎1, 𝑎𝑎2) = [ 𝛼𝛼(𝑎𝑎2
𝑟𝑟+𝛼𝛼 − 𝑎𝑎1

𝑟𝑟+𝛼𝛼)
(𝑟𝑟 + 𝛼𝛼)(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)]

1
𝑟𝑟
, 

respectively. 

Specifically, considering the functions  𝑔𝑔(𝑥𝑥) = 𝑥𝑥𝑟𝑟   and  𝑔𝑔(𝑥𝑥) = 1
𝑥𝑥,  Then corollary 3 immediately leads 

to the following inequalities involving arithmatic and logarithmic menas. 
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If we consider the function  𝑔𝑔(𝑥𝑥) = 𝑥𝑥𝑟𝑟,  then we have 

𝑔𝑔 (𝑎𝑎1 + 𝑎𝑎2
2 ) = (𝑎𝑎1 + 𝑎𝑎2

2 )
𝑟𝑟
= [𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]𝑟𝑟  

and 

∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
= 𝛤𝛤(𝛽𝛽 + 1) 𝑎𝑎2

𝑟𝑟+𝛼𝛼 − 𝑎𝑎1𝑟𝑟+𝛼𝛼
(𝑟𝑟 + 𝛼𝛼) . 

 Theorem Let  𝑟𝑟 > 1,  𝛼𝛼 ∈ (0,1]  and  𝛽𝛽 > 0.  Then we have the inequality 

|
[𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]𝑟𝑟
𝛤𝛤(𝛽𝛽 + 1) −

[𝐿𝐿(𝛼𝛼,𝑟𝑟)(𝑎𝑎1, 𝑎𝑎2)]
𝑟𝑟

𝛤𝛤(𝛽𝛽 + 1) |

≤ 𝑟𝑟(𝑎𝑎2 − 𝑎𝑎1)
2(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) [(

2𝑎𝑎1𝛼𝛼−1𝑎𝑎2 − 10𝑎𝑎1𝛼𝛼 + 𝑎𝑎1 + 𝑎𝑎2
24 ) |𝑎𝑎1|𝑟𝑟−1

+ 𝑎𝑎1
12 |𝑎𝑎1|

𝑟𝑟−1[𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]𝛼𝛼−1 + |𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)|𝑟𝑟−1 (
5𝑎𝑎1 + 3𝑎𝑎2 − 12𝑎𝑎1𝛼𝛼

24 )

+ 𝑎𝑎1
12 |𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)|

𝑟𝑟−1[𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]𝛼𝛼−1 +
1
6𝑎𝑎2

𝛼𝛼|𝑎𝑎2|𝑟𝑟−1 −
1
6 [𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]

𝛼𝛼|𝑎𝑎2|𝑟𝑟−1

+𝑎𝑎2𝛼𝛼
3 |𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)|𝑟𝑟−1 −

1
3 |𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)|

𝑟𝑟−1[𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]𝛼𝛼]. 

If we consider the function  𝑔𝑔(𝑥𝑥) = 1
𝑥𝑥,  then we have 

𝑔𝑔 (𝑎𝑎1 + 𝑎𝑎2
2 ) = (𝑎𝑎1 + 𝑎𝑎2

2 )
−1

= [𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]−1 

and 

∫ 𝑔𝑔(𝑠𝑠)𝑑𝑑𝛼𝛼𝑠𝑠
𝑎𝑎2

𝑎𝑎1
= 𝛤𝛤(𝛽𝛽 + 1) 𝑎𝑎2

𝛼𝛼−1 − 𝑎𝑎1𝛼𝛼−1
(𝛼𝛼 − 1) . 

 Theorem Let  𝑟𝑟 > 1,  𝛼𝛼 ∈ (0,1]  and  𝛽𝛽 > 0.  Then we have the inequality 

|
[𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]−1
𝛤𝛤(𝛽𝛽 + 1) −

[𝐿𝐿(𝛼𝛼,−1)(𝑎𝑎1, 𝑎𝑎2)]
−1

𝛤𝛤(𝛽𝛽 + 1) |

≤ 𝑎𝑎2 − 𝑎𝑎1
2(𝑎𝑎2𝛼𝛼 − 𝑎𝑎1𝛼𝛼)𝛤𝛤(𝛽𝛽 + 1) [(

2𝑎𝑎1𝛼𝛼−1𝑎𝑎2 − 10𝑎𝑎1𝛼𝛼 + 𝑎𝑎1 + 𝑎𝑎2
24 ) |𝑎𝑎1|−2

+ 𝑎𝑎1
12 [𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]

𝛼𝛼−1|𝑎𝑎1|−2 + (5𝑎𝑎1 + 3𝑎𝑎2 − 12𝑎𝑎1𝛼𝛼
24 ) |𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)|−2

+ 𝑎𝑎1
12 |𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)|

−2[𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]𝛼𝛼−1 − +1
6𝑎𝑎2

𝛼𝛼|𝑎𝑎2|−2 −
1
6 [𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]

𝛼𝛼|𝑎𝑎2|−2

+𝑎𝑎2𝛼𝛼
3 |𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)|−2 −

1
3 |𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)|

−2[𝐴𝐴(𝑎𝑎1, 𝑎𝑎2)]𝛼𝛼]. 
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4.CONCLUSIONS 

The well-known Ostrowski inequality is the subject of numerous results. Numerous applications of 
this inequality can be found in numerical analysis. Results for Ostrowski inequality for M-fractional 
integrals are presented in this study, along with their applications to means. Firstly, we establish an 
identity related to the M-fractional integrals Ostrowski inequality. We derive many findings for the 
inequality utilizing this identity, convexity of several classes of functions, and other well-known 
inequalities. In particular situations, the inequalities derived here are also shown to correspond to 
certain known results. Finally, we also show case applications from Formans. The hypothesis could 
lead to additional studies in the M-fractional integral theory field. 
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