
“CMES 2023 Symposium is supported by TUBITAK.”

 Dedicated to the 100th Anniversary of the Founding of the Republic of Türkiye

Publish date: 
17.10.2023

77733



THE SEVENTH INTERNATIONAL CONFERENCE ON 
COMPUTATIONAL MATHEMATICS AND ENGINEERING 

SCIENCES (CMES-2023), ELAZIĞ/TÜRKİYE, MAY 20-21, 2023 
 

The Seventh International Conference on Computational Mathematics and Engineering 

Sciences (CMES-2023) will be held in Firat University from 20- to 21 May 2023 in Elazığ, 

Türkiye. It provides an ideal academic platform for researchers and professionals to discuss recent 

developments in both theoretical, applied mathematics and engineering sciences. This event also aims 

to initiate interactions among researchers in the field of computational mathematics and their 

applications in science and engineering, to present recent developments in these areas, and to share 

the computational experiences of our invited speakers and participants. 
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MESSAGE FROM THE GENERAL CHAIRS 

          

Dear Conference Attendees, 
We are honored to welcome you to the Seventh International Conference on 

Computational Mathematics and Engineering Sciences (CMES-2023) at Firat University from 20 
to 21 May 2023 in Elazığ City, Türkiye.  
             CMES, founded in 2016 at Faculty of Science and Techniques Errachidia Moulay Ismail 
University Morocco is an annual intarnational conference, which was very successful in the past years 
by providing opportunities to the participants in sharing their knowledge and informations and 
promoting excellent networking among different international universities. This year, the conference 
includes 200 extended abstracts, several submissions were received in response to the call for papers, 
selected by the Program Committee. The program features keynote talks by distinguished speakers 
such as: Yusif Gasimov from Azerbaijan University, Baku, Azerbaijan, M. S. Osman from Umm 
Al-Qura University, Makkah, Saudi Arabia, Delfim F.M. Torres from University of Aveiro, 
Portugal, M.A. Aziz-Alaoui from University of Le Havre, Normandy, France, Rachid Yazami from 
Nanyang Technological University Singapore, Vatan Karakaya from Ahi Evran University, 
Kırşehir, Türkiye, Ömer Akın from TOBB ETÜ University of Economics & Technology, Ankara, 
Türkiye, Fernando León Saavedra from University of Cádiz, Spain, Bayram Şahin from Ege 
University, Türkiye and Zulqurnain Sabir from United Arab Emirates University, UAE. The 
conference also comprises contributed sessions, posters sessions and various research highlights. 
               We would like to thank the Program Committee members and external reviewers for 
volunteering their time to review and discuss submitted abstracts. We would like to extend special 
thanks to the Honorary, Scientific and Organizing Committees for their efforts in making CMES-
2023 a successful event. We would like to thank all the authors for presenting their research studies 
during our conference. We hope that you will find CMES-2023 interesting and intellectually 
stimulating, and that you will enjoy meeting and interacting with researchers around the world. 

. 
Hasan Bulut,  

Firat University, Elazig, Türkiye. 

Zakia Hammouch,  

ENS Meknes, Moulay Ismail University Morocco  

Thu Dau Mot University, Binh Duong Province, Vietnam  

China Medical University Hospital Taichung 40402, Taiwan. 
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Applications of the Nonlinear Evolution Equations: An Efficient Analytical Technique 
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Abstract: Investigation of mathematical modeling and soliton concept relies mainly on the 
nonlinear evolution equations (NEEs) [1, 2].  Seeking exact solutions to the NEEs has emerged 
as one of the most intriguing and very active fields of research. The propagation of shallow-
water waves, fluid dynamics, condensed matter physics, computational physics, and geophysics 
[3, 4] have all been extensively represented by a variety of well-known NEEs, including the 
nonlinear Ito integral differential equation, the nonlinear Schrödinger equation in higher 
dimensions, the modified KdV equation, and many others.  
        Our primary driving force behind this work is to look for various wave shapes for the 
NEEs' achieved solutions. To accomplish our objective, we use the unified method and its 
generalized form [5] to identify several analytical solutions, such as solitary, kink-soliton, anti-
kink soliton, shock, dark-soliton, bright-soliton, elliptic wave solutions, multi-rational soliton 
solutions, and multi-wave solutions. Further, the diagrams of the results are additionally 
displayed. It's vital to note that this study is brand-new and has never been written about before, 
especially in relation to nonautonomous NEEs. 
Keywords: Nonlinear Evolution Equations; Exact Solutions; The Unified Method; The 
Generalized Unified Method. 
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Abstract: As is known, the speed-in-action problem is one of the first problems of 
mathematical theory of the optimal control. As a generalization of a number of practical 
problems of designing optimal control systems, it has become one of the intensively studied 
problems. In the theory of optimal control for the processes described by ordinary differential 
equations, the speed-in-action problems are studied rather well [1,2,3]. But for the processes 
described by partial differential equations, these problems are relatively less studied. Therefore, 
the study of speed-in-action problem for the different non-stationary partial differential 
equations having different applications are actual. For the systems with distributed parameters, 
the study of such problems relates to number of principal difficulties, while the problem 
statement itself can be more diverse and contain features which are not in the case of systems 
given by ODEs. Note that in some papers optimal control problems with an integral boundary 
condition are considered [4, 5]. 

In the present work, we study the speed-in-action problem for the non-linear second 
order hyperbolic equation with a non-local condition and with a control in the coefficient of the 
equation for the first time. The prototype of this problem is the equation rising in relativistic 
quantum mechanics. A theorem on the existence of an optimal control is proved and necessary 
optimality condition in the form of a variational inequality is derived. 
Keywords: speed-in-action problem, nonlinear hyperbolic equation, nonlocal condition, 
optimality condition. 
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Abstract: The notions of modulated statistical convergence and modulated strong Cesàro  
convergences have appeared in the literature at different times and by different authors. 
Furthermore, there has been a great effort by different authors (for instance Et Mikail, Vinod 
K. Bhardwaj, Hacer Şengül,... and many others), to understand the existing structure between 
both notions.mIn  lecture today we are going to see that there is a rich structure between both 
notions and that the concept of compatible module function is central to connect such  structure. 
Finally, we will see that this circle of ideas continues to be efficient for double sequences, 
lacunary convergences, etc. 
 
Keywords: Statistical convergence; Strong Cesàro convergence, modulus function, compatible 
modulus function. 
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Abstract: In this talk, firstly we explain crisp similarity, fuzzy similarity and compare them. 
After that, we answer the question of “why we need to use fuzzy similarity?’’ Furthermore, we 
extend the results obtained with crisp logic of’’ the results obtained in forest vegetation in the 
research project on plant sociology conducted in Black Sea Region in Turkey)’’with fuzzy 
similarity. To do this application, it has been evaluated with the fuzzy similarity measures 
approach, and the similarity relations between the plant communities (plant associations) and 
among the relevés (sampling areas) they cover has been investigated. Finally, we compare the 
results by giving tables. 
Keywords: Fuzzy similarity; crisp logic; plant communities; the relevés. 
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Abstract: After having situated, in a somewhat vulgarized way, the context, which is that of 
complex systems and networks, of self-organization and emergent properties, a concept of 
which we will give an example that is quite omnipresent in many fields, that of synchronization, 
we propose to study a fairly typical example in neuroscience. We will talk a bit about modeling 
and will recall the origin of the Hodgkin-Huxley (HH) PDE model and its reduction to the 
FitzHugh-Nagumo (FHN) model. We will then give some mathematical results on the 
asymptotic behavior of complex reaction-diffusion networks (graphs of n nodes). We show the 
existence of the global attractor for these networks, as well as the emergence of a fundamental 
property, that of synchronization.  We determine analytically, for any network topology, the 
threshold of such synchronization. We finally illustrate these theoretical results by numerical 
simulations and present heuristic laws giving the minimum coupling strength necessary to 
achieve synchronization, as a function of the number of nodes and the network topology. 
 

Keywords: Dynamical Systems, Complex Systems and Networks, Reaction-Diffusion 
Systems, Attractor, Synchronization, Neural networks. 
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asymptotic behavior of complex reaction-diffusion networks (graphs of n nodes). We show the 
existence of the global attractor for these networks, as well as the emergence of a fundamental 
property, that of synchronization.  We determine analytically, for any network topology, the 
threshold of such synchronization. We finally illustrate these theoretical results by numerical 
simulations and present heuristic laws giving the minimum coupling strength necessary to 
achieve synchronization, as a function of the number of nodes and the network topology. 
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Abstract: Bezier curves and surfaces are widely used in computer-aided geometric design 
because they have features that will provide convenience in a design. On the other hand, spiral 
curves are useful in the design of highway railway and satellite orbits. The reason for this is 
that the spiral curves behave with respect to the its arc parameter. The most well-known of these 
are the Clothoids. However, since Clothoids are not easy to analyze mathematically, it creates 
difficulties in design. In this talk, the spiral conditions of Bezier curves and their transition 
curves, namely from a line to circle, from a circle to a circle with S-shaped, from a circle to 
circle with C-shaped, from a line to a line and circle to circle where one circle lies inside the 
other, to be used in the design of highway, railway and satellite orbits, are discussed. In addition, 
the case of spiral and transition curves of Bezier-like curves, which arise due to the deficiencies 
of Bezier curves in defining closed curves and the property of local variation on the curve, are 
discussed. 
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Abstract: The present work shows the solutions of the singular models based on the stochastic 
computing schemes. These investigations not only presented for the numerical results of the 
singular models, but the prediction, delayed, and pantograph singular models can also be 
handled through these stochastic paradigms. The design of the Gudermannian function is 
presented using the neural networks optimized with the global/local search schemes. The 
obtained results have been performed using the hybridization of these schemes. The exactness 
is approved through the comparison of the proposed and exact solutions. Moreover, the neuron 
analysis has been provided to authenticate the efficiency and complexity of the designed 
approach. For the effectiveness of the proposed approach, the absolute error performances have 
been performed to the singular models. For the stability of the stochastic method, the statistical 
performances including Theil inequality Coefficient, Variance Account For and Mean Absolute 
Deviation have been provided for multiple executions to solve the singular differential models. 
This contribution of this work is categorized in two phases as: 
The Gudermannian function is designed as a neural network under the optimization of 
global/local search methods for the nonlinear singular differential models. In the second phase, 
the nonlinear higher order singular models have been solved through the global/local search 
techniques. The applicability and dependability of such schemes have been monitored to solve 
these singular models, which arises in engineering and science as well. 
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decisive role. Thus, the extraction coefficient is used to describe the relationship between
the chemical content of the soil and the concentrations of the products of the runoff
manure. In contrast, previous work by authors [10] was contradictory in reporting that
chemical nutrients in water reservoirs were more dependent on factors such as soil type,
type of runoff, soil management and topographical conditions. According to [3], excess
filter runoff results in a higher mass loss of liquid manure. Therefore, several studies have
showed the need to differentiate between types of liquid manure runoff when relating soil
chemical content to runoff [4, 6].

The application of manure to the soil matters in controlling losses of chemicals such as
phosphorus, apart from the chemical content of the soil, which is largely assessed by soil
type but also by grazing history and runoff patterns. According to the authors [19], the
application of manure to the soil naturally increases the chemical content available in the
runoff transport and can also increase the extraction coefficients of chemical elements such
as phosphorus. Increased liquid manure from agricultural land can significantly increase
the chemical content of runoff [11]. Several research studies have shown that the chemical
concentration of runoff decreases rapidly when the time between the application of manure
and the start of runoff is high enough [17, 12]. According to the authors [16], this decrease
is because of the decomposition of the chemical components from the manure applied to
the soil. The application of manure to the soil can also affect the course of water runoff.
Thus, according to the authors’ work [1], the application of manure to agricultural land
could probably increase surface runoff because of the impermeability of the soil. The
authors [13] found a delay in water runoff from dry farmland because of the absorption
of rainwater by manure. How manure is applied can influence the production of water
runoff.

In the northern part of Senegal, the authorities have implemented no system for using
banded manure application to reduce ammonia emissions. Although it was not possible to
analyze the effect of banding as an additional factor in our experimental design, we used
this method of manure application on all our plots as it has become common practice in
Senegal. The effects of manure applied on the surface and transported in runoff in lakes
next to agricultural land are the major objectives of this paper. Thus, further research to
quantify rainfall volumes and runoff patterns would play an important role in achieving
these objectives.

The remainder of this article is organized as follows. In Section 2 we describe the
model region that consists of the lake Guiers which is connected on the surface and also in
the underground to Senegal River. Particularly in connection with fishing, exact trophy
predictions are necessary, because the calculation of the fishery yield value is based on the
trophy forecast or the primary production, which in turn is based on the predicted of the
external phosphorus production load that can be estimated. The composition of manure
in nitrogen (N), phosphorus (P), and potassium (K) values of organic fertilizers is given in
Section 3. We present in Section 4 the mathematical optimization model to minimize the
amount of manure in the fields that is transported to the lakes of our considered model
region. We use AMPL to formulate and MINOS to solve this model and computational
results are presented in Section 5. Conclusions and final discussions are given in Section 6.

2 Description of the Model Region

Lake Guiers is in the Senegal River delta, of which it is a divalent and with which it
is linked to Richard Toll by the Taouey canal. It occupies an elongated depression in
the North-South axis, about 50 km long, between 15°55 and 16°16 West longitude. The
lake occupies an area of nearly 300 km2 and contains some 600 million cubic meters of
water when the water level is at 2 m IGN. Guiers Lake is the largest freshwater reserve in
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Abstract

An overuse of manure on farmland creates a major environmental problem. When
dumping more manure than the crops need as fertilizer, it causes an excess of manure
in those fields. Rainwater drains these excessive amounts from the surface into the
water reservoirs (rivers and lakes), where they pollute the water, nourish algae, and
harm the fish. We develop an algebraic optimization model to formulate for the
selection of the right field at the right time so that the environmental damage is
limited. We gather instance data from a region of topologically connected reservoirs
in northern Senegal and their adjacent farmlands. This mathematical problem then
can be tackled by standard solvers for linear optimization problems. When applied
in practice, this solution can improve the water quality by reducing the amount of
manure and its main components, Nitrogen, Phosphorus, and Potassium.

Keywords: Farmland, Water Reservoirs, Manure, Mathematical Optimization
Model, Linear Programming.

1 Introduction
In many countries over the last three decades, diffuse losses of liquid manure from agri-
cultural land are creating significant eutrophication of surface water quantities. This is a
global environmental problem. For example, the excessive use of manure as fertilizer has
led to increased levels of chemicals in the soil [2, 5, 10]. The concentration of liquid manure
is greater in water reservoirs next to agricultural land. In the north of Senegal, this prob-
lem is real, given the watersheds of the Guiers lake and the Senegal River, among others
[9]. In these basins, intensive livestock farming and the favorable hydrological conditions
present there have led to a serious problem of eutrophication. As this part of Senegal is
characterized by many rivers and lakes and where agricultural activity is highly developed,
an increase in the amount of freshly applied liquid manure pollutes these water reservoirs
through run-off. It also creates a significant accumulation of chemicals from this manure
on the soil surface [14].

Many research works have examined the contribution of liquid manure to the chemical
pollution of water reservoirs. Among these works, we can cite the results of the authors
[7, 11, 18]. It was reported that the chemical concentration of the soil depends strongly
on that of the nutrients coming from the manure and dissolved in the water runoff. In
addition, the authors’ work [18] compared the relationship between the water-extractable
soil chemical content and that of runoff from intensively farmed areas. However, the
extraction coefficient, which is defined as the slope of the polluted water runoff, plays a
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decisive role. Thus, the extraction coefficient is used to describe the relationship between
the chemical content of the soil and the concentrations of the products of the runoff
manure. In contrast, previous work by authors [10] was contradictory in reporting that
chemical nutrients in water reservoirs were more dependent on factors such as soil type,
type of runoff, soil management and topographical conditions. According to [3], excess
filter runoff results in a higher mass loss of liquid manure. Therefore, several studies have
showed the need to differentiate between types of liquid manure runoff when relating soil
chemical content to runoff [4, 6].

The application of manure to the soil matters in controlling losses of chemicals such as
phosphorus, apart from the chemical content of the soil, which is largely assessed by soil
type but also by grazing history and runoff patterns. According to the authors [19], the
application of manure to the soil naturally increases the chemical content available in the
runoff transport and can also increase the extraction coefficients of chemical elements such
as phosphorus. Increased liquid manure from agricultural land can significantly increase
the chemical content of runoff [11]. Several research studies have shown that the chemical
concentration of runoff decreases rapidly when the time between the application of manure
and the start of runoff is high enough [17, 12]. According to the authors [16], this decrease
is because of the decomposition of the chemical components from the manure applied to
the soil. The application of manure to the soil can also affect the course of water runoff.
Thus, according to the authors’ work [1], the application of manure to agricultural land
could probably increase surface runoff because of the impermeability of the soil. The
authors [13] found a delay in water runoff from dry farmland because of the absorption
of rainwater by manure. How manure is applied can influence the production of water
runoff.

In the northern part of Senegal, the authorities have implemented no system for using
banded manure application to reduce ammonia emissions. Although it was not possible to
analyze the effect of banding as an additional factor in our experimental design, we used
this method of manure application on all our plots as it has become common practice in
Senegal. The effects of manure applied on the surface and transported in runoff in lakes
next to agricultural land are the major objectives of this paper. Thus, further research to
quantify rainfall volumes and runoff patterns would play an important role in achieving
these objectives.

The remainder of this article is organized as follows. In Section 2 we describe the
model region that consists of the lake Guiers which is connected on the surface and also in
the underground to Senegal River. Particularly in connection with fishing, exact trophy
predictions are necessary, because the calculation of the fishery yield value is based on the
trophy forecast or the primary production, which in turn is based on the predicted of the
external phosphorus production load that can be estimated. The composition of manure
in nitrogen (N), phosphorus (P), and potassium (K) values of organic fertilizers is given in
Section 3. We present in Section 4 the mathematical optimization model to minimize the
amount of manure in the fields that is transported to the lakes of our considered model
region. We use AMPL to formulate and MINOS to solve this model and computational
results are presented in Section 5. Conclusions and final discussions are given in Section 6.

2 Description of the Model Region

Lake Guiers is in the Senegal River delta, of which it is a divalent and with which it
is linked to Richard Toll by the Taouey canal. It occupies an elongated depression in
the North-South axis, about 50 km long, between 15°55 and 16°16 West longitude. The
lake occupies an area of nearly 300 km2 and contains some 600 million cubic meters of
water when the water level is at 2 m IGN. Guiers Lake is the largest freshwater reserve in
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1 Introduction
In many countries over the last three decades, diffuse losses of liquid manure from agri-
cultural land are creating significant eutrophication of surface water quantities. This is a
global environmental problem. For example, the excessive use of manure as fertilizer has
led to increased levels of chemicals in the soil [2, 5, 10]. The concentration of liquid manure
is greater in water reservoirs next to agricultural land. In the north of Senegal, this prob-
lem is real, given the watersheds of the Guiers lake and the Senegal River, among others
[9]. In these basins, intensive livestock farming and the favorable hydrological conditions
present there have led to a serious problem of eutrophication. As this part of Senegal is
characterized by many rivers and lakes and where agricultural activity is highly developed,
an increase in the amount of freshly applied liquid manure pollutes these water reservoirs
through run-off. It also creates a significant accumulation of chemicals from this manure
on the soil surface [14].

Many research works have examined the contribution of liquid manure to the chemical
pollution of water reservoirs. Among these works, we can cite the results of the authors
[7, 11, 18]. It was reported that the chemical concentration of the soil depends strongly
on that of the nutrients coming from the manure and dissolved in the water runoff. In
addition, the authors’ work [18] compared the relationship between the water-extractable
soil chemical content and that of runoff from intensively farmed areas. However, the
extraction coefficient, which is defined as the slope of the polluted water runoff, plays a
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Senegal. The SONES pumping and drinking water treatment plants in Ngnith and Keur
Momar Sarr provide a significant part of the drinking water needs of Dakar and the towns
along the pipeline. The Figure 1 represents the model of the study region map.

Figure 1: Map of the model region (https://www.bing.com/maps).

The Guiers lake allows the development of over 30,000 ha of irrigated land. The Taouey
is the 17 km long canal that connects the Guiers Lake to the Senegal River. The supply of
water to Lake Guiers depended on the Senegal River and the lower Ferlo valley, according
to an original mechanism based on the water level in the river, the lake, and the lower
Ferlo valley. The Bounoum valley, called Bas Ferlo, is connected to the Guiers Lake at
Keur Momar Sarr. The Bounoum valley gradually narrows towards Yang-Yang. From this
point onwards, the fossil network of the Ferlo takes shape. It is a dysfunctional network

cut transversely by the dune complex of the Ferlo plateau. The lake received water from
the river during the rainy season in the north via the Taouey and in the south via the Ferlo,
which ends locally in the Bounoum valley. At Keur Momar Sarr, the lake describes a bend
and opens into the Bounoum valley (lower Ferlo) which has an arc shape oriented west-
north-west, east-south-east in its first kilometers and then following a north-north-east,
south-south-west axis between Diamet and Menguélé.
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Figure 2: Diagram representing the network topology.

3 Percentage Values of Organic Fertilizers

Organic fertilizers are used to improve soil quality and tilth, and to provide nutrients
for plant growth. They provide nitrogen, phosphorus, and potassium, as well as other
elements essential for plant development and overall good health. Values for manures vary
according to time of year, time in the open air, percentage of added straw, and rate of
incorporation. The speed of release shown in the table indicates how quickly nutrients
are made available to plants. To be considered organic, some materials must result from
organic farming methods and must not be contaminated with pesticide residues. The data
shown in Table 3 is taken from [8]. Nitrogen, phosphorus, and potassium are represented
by N, P, and K in the table headings, to conform to standard commercial practice in
labeling fertilizers.

Phosphorus is in the form P2O5 and potassium is in the form K2O. Ammonia can
also be produced as the ammonium ion NH4+ by the decomposition of dead organisms by
saprophytic bacteria. In oxygen-rich soils, bacteria convert ammonia to nitrite NO2− and
then to nitrate NO3− in a process called nitrification. Plants take up nitrate ions NO3−

and small amounts of ammonia from the soil via their roots and incorporate them into
amino acids and proteins. Plants are therefore the only source of nitrogen that animals
can absorb. Potassium is taken up by plants through mass flow and diffusion as K+ ions.
The mobility of K+ ions in soil is higher than that of PO3−

4 ions, but not so much (about
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Senegal. The SONES pumping and drinking water treatment plants in Ngnith and Keur
Momar Sarr provide a significant part of the drinking water needs of Dakar and the towns
along the pipeline. The Figure 1 represents the model of the study region map.

Figure 1: Map of the model region (https://www.bing.com/maps).

The Guiers lake allows the development of over 30,000 ha of irrigated land. The Taouey
is the 17 km long canal that connects the Guiers Lake to the Senegal River. The supply of
water to Lake Guiers depended on the Senegal River and the lower Ferlo valley, according
to an original mechanism based on the water level in the river, the lake, and the lower
Ferlo valley. The Bounoum valley, called Bas Ferlo, is connected to the Guiers Lake at
Keur Momar Sarr. The Bounoum valley gradually narrows towards Yang-Yang. From this
point onwards, the fossil network of the Ferlo takes shape. It is a dysfunctional network

cut transversely by the dune complex of the Ferlo plateau. The lake received water from
the river during the rainy season in the north via the Taouey and in the south via the Ferlo,
which ends locally in the Bounoum valley. At Keur Momar Sarr, the lake describes a bend
and opens into the Bounoum valley (lower Ferlo) which has an arc shape oriented west-
north-west, east-south-east in its first kilometers and then following a north-north-east,
south-south-west axis between Diamet and Menguélé.
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Figure 2: Diagram representing the network topology.

3 Percentage Values of Organic Fertilizers

Organic fertilizers are used to improve soil quality and tilth, and to provide nutrients
for plant growth. They provide nitrogen, phosphorus, and potassium, as well as other
elements essential for plant development and overall good health. Values for manures vary
according to time of year, time in the open air, percentage of added straw, and rate of
incorporation. The speed of release shown in the table indicates how quickly nutrients
are made available to plants. To be considered organic, some materials must result from
organic farming methods and must not be contaminated with pesticide residues. The data
shown in Table 3 is taken from [8]. Nitrogen, phosphorus, and potassium are represented
by N, P, and K in the table headings, to conform to standard commercial practice in
labeling fertilizers.

Phosphorus is in the form P2O5 and potassium is in the form K2O. Ammonia can
also be produced as the ammonium ion NH4+ by the decomposition of dead organisms by
saprophytic bacteria. In oxygen-rich soils, bacteria convert ammonia to nitrite NO2− and
then to nitrate NO3− in a process called nitrification. Plants take up nitrate ions NO3−

and small amounts of ammonia from the soil via their roots and incorporate them into
amino acids and proteins. Plants are therefore the only source of nitrogen that animals
can absorb. Potassium is taken up by plants through mass flow and diffusion as K+ ions.
The mobility of K+ ions in soil is higher than that of PO3−

4 ions, but not so much (about
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1 cm). Depending on the root system, plants have more or less the ability to extract the
potassium they need from the soil. [15].

Table 1: Percentage of Nitrogen, Phosphorus and Potassium in Manure (fresh)
Manure (fresh) %N %P %K Release Speed Effectiveness

Cattle 0.5 to 1.5 0.2 to 0.7 0.5 to 2 medium 2 years
Cattle (dairy) 0.5 to 2 0.3 to 0.5 0.4 to 1.5 medium 2 years

Duck 2.6 0.8 to 1.4 0
Goat 4 0.6 1 to 2.8 medium
Goose 3.3 0.4 0.6 medium
Horse 0.7 to 1.5 0.2 to 0.7 0.6 to 0.8 medium 2 years
Pig 0.4 to 2 0.5 to 1 0.4 to 1.2

Pigeon 6.3 to 6.5 2.5 2.5
Poultry (75% water) 1.5 1 0.5
Poultry (50% water) 1.5 to 2 1.8 to 2 1 medium to fast 2 years
Poultry (30% water) 3 to 4 2.5 1.5 medium to fast 2 years
Poultry (15% water) 6 4 3 medium to fast

Rabbit 3 to 4.8 1.5 to 2.8 1 to 1.3 medium
Sheep 2.2 to 3.6 0.3 to 0.6 0.7 to 1.7 medium
Turkey 5 0.5 0.6 to 0.9 medium to fast

4 A Mathematical Model

The problem of minimizing the amount of manure in fields and transported to the lakes
is formulated as an algebraic linear programming optimization model. For simplicity,
we assume linear relationships, and take into account a single containment and water
transport between the reservoirs.

4.1 Sets and Parameters

Given are a set F := {1, 2, . . . , F} of farms, a set S := {1, 2, . . . , S} of fields, a set
R := {1, 2, . . . , R} of water reservoirs, and a set of animals A := {1, 2, . . . , A}. The farms
are connected to the fields, and these connections are given by the cross product F × S.
The connections between fields and reservoirs are given by the cross product S × R. (If a
particular connection is not existing in reality, the corresponding variable has to be fixed
to zero before solving the optimization problem.) Each farm i ∈ F produces a certain
amount of manure M t

i during month t. Each field j ∈ S has an upper limit Lj it can
soak. Each reservoir k ∈ R has a certain amount Ck it can hold of the containment and
capacity of water Vk. There is a transportation limit Ti,j for the amount of manure from
farm i to field j.

The containment from x units of manure on field j traveling into reservoir k is given
by a function fj,k(x), and for simplicity we assume a linear relationship, hence a constant
ρjk such that fj,k(x) := ρj,kx with 0 ≤ ρj,k ≤ 1. Inflow and outflow concentrations of
each chemical element (phosphorus, nitrogen, and potassium) in all reservoirs depend on
several successive months. Thus, we note by T this set of ordered and successive months.
A month is indexed by t ∈ T . We assume the different temperatures are normal for
all parameters and variables that depend on them. The amount of water contained in
reservoir k on month t is given by Wk ∈ [0, Vk] where Vk is the capacity of reservoir k.

We denote by αl, βl, and γl the respective fraction of phosphorus, nitrogen and potas-
sium in the manure from animal l, where αl, βl, γl ∈ [0, 1]. By taking a mass m of manure
from an animal l, then we have αl · m mass of phosphorus, βl · m mass of nitrogen and
γl · m mass of potassium, so that βl · m + βl · m + γl · m ≤ m.

The general flow structure around a reservoir is shown in Figure 2. A survey of the
involved parameters is given in Table 2.

Table 2: Parameters of timescale.
timescale for ...

τ i,t
k filling of reservoir k by inflow (precipitation and surface) during month t

τ o,t
k outflow of reservoir k water (water retention time) during month t

τ f,t
k filling of reservoir k by inflow (inflow time by filling) during month t

τ e,t
k evaporation of reservoir k (outflow time by evaporation) during month t

4.2 Variables and Bounds

Let xi,j ∈ [0, Ti,j ] stand for the amount of manure transported from farm i to field j. The
amount of manure on field j in month is yj ∈ [0 ≤ yj ≤ Lj ]. The amount of manure
traveling from field j to reservoir k on day t is mt

j,k ∈ [0, Ck]. The amount of manure
containment in reservoir k on month t is zt

k ∈ [0, Ck].
The amount of concentration of phosphorus inflow in reservoir k during month t is

pi,t
k ∈ [0, +∞). The concentration of phosphorus outflow from reservoir k during month t

is po,t
k ∈ [Qt,p

k , +∞). The change of the amount of phosphorus in each reservoir k during
month t is pc,t

k ∈ (−∞, +∞).
The concentration of nitrogen inflow in reservoir k during month t is ni,t

k ∈ [0, +∞).
The change of the amount of nitrogen in each reservoir k during month t is nc,t

k ∈
(−∞, +∞). The concentration of nitrogen outflow from reservoir k during month t is
no,t

k ∈ [Qt,n
k , +∞).

The concentration of potassium inflow in reservoir k during month t is ki,t
k ∈ [0, +∞).

The concentration of potassium outflow from reservoir k during month t is ko,t
k ∈ [Qt,k

k , +∞).
The change of amount of potassium in each reservoir k during month t is kc,t

k ∈ (−∞, +∞).
The amount of water inflow into the reservoir k during month t is wi,t

k ∈ [U t
k, Vk]. The

amount of water outflow from the reservoir k during month t is wo,t
k ∈ [0, Vk]. The amount

of water in each reservoir k during month t is wt
k ∈ [0, Vk]. The change of amount of water

in each reservoir k during month t is wt
k ∈ (−∞, +∞).

4.3 Objective Function and Constraints

The goal is to minimize the total amount of manure from all fields that traveling to the
reservoirs:

min
∑
t∈T

∑
i∈F

∑
j∈S

xt
i,j +

∑
t∈T

∑
j∈S

∑
k∈R

ρt
j,kmt

j,k. (4.1)

The amount of manure transported from farm i is limited by the local production in each
month t: ∑

j∈S
xt

i,j = M t
i , ∀i ∈ F , t ∈ T . (4.2)

The amount of manure on field j during month t is computed as:
∑
i∈F

xt
i,j = yt

j , ∀j ∈ S, t ∈ T . (4.3)

The amount of manure deposited on the fields is greater than the amount of manure
traveling to reservoir k during month t:

∑
j∈S

yt
j ≥

∑
j∈S

mt
j,k, ∀k ∈ R, t ∈ T . (4.4)
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1 cm). Depending on the root system, plants have more or less the ability to extract the
potassium they need from the soil. [15].

Table 1: Percentage of Nitrogen, Phosphorus and Potassium in Manure (fresh)
Manure (fresh) %N %P %K Release Speed Effectiveness

Cattle 0.5 to 1.5 0.2 to 0.7 0.5 to 2 medium 2 years
Cattle (dairy) 0.5 to 2 0.3 to 0.5 0.4 to 1.5 medium 2 years

Duck 2.6 0.8 to 1.4 0
Goat 4 0.6 1 to 2.8 medium
Goose 3.3 0.4 0.6 medium
Horse 0.7 to 1.5 0.2 to 0.7 0.6 to 0.8 medium 2 years
Pig 0.4 to 2 0.5 to 1 0.4 to 1.2

Pigeon 6.3 to 6.5 2.5 2.5
Poultry (75% water) 1.5 1 0.5
Poultry (50% water) 1.5 to 2 1.8 to 2 1 medium to fast 2 years
Poultry (30% water) 3 to 4 2.5 1.5 medium to fast 2 years
Poultry (15% water) 6 4 3 medium to fast

Rabbit 3 to 4.8 1.5 to 2.8 1 to 1.3 medium
Sheep 2.2 to 3.6 0.3 to 0.6 0.7 to 1.7 medium
Turkey 5 0.5 0.6 to 0.9 medium to fast

4 A Mathematical Model

The problem of minimizing the amount of manure in fields and transported to the lakes
is formulated as an algebraic linear programming optimization model. For simplicity,
we assume linear relationships, and take into account a single containment and water
transport between the reservoirs.

4.1 Sets and Parameters

Given are a set F := {1, 2, . . . , F} of farms, a set S := {1, 2, . . . , S} of fields, a set
R := {1, 2, . . . , R} of water reservoirs, and a set of animals A := {1, 2, . . . , A}. The farms
are connected to the fields, and these connections are given by the cross product F × S.
The connections between fields and reservoirs are given by the cross product S × R. (If a
particular connection is not existing in reality, the corresponding variable has to be fixed
to zero before solving the optimization problem.) Each farm i ∈ F produces a certain
amount of manure M t

i during month t. Each field j ∈ S has an upper limit Lj it can
soak. Each reservoir k ∈ R has a certain amount Ck it can hold of the containment and
capacity of water Vk. There is a transportation limit Ti,j for the amount of manure from
farm i to field j.

The containment from x units of manure on field j traveling into reservoir k is given
by a function fj,k(x), and for simplicity we assume a linear relationship, hence a constant
ρjk such that fj,k(x) := ρj,kx with 0 ≤ ρj,k ≤ 1. Inflow and outflow concentrations of
each chemical element (phosphorus, nitrogen, and potassium) in all reservoirs depend on
several successive months. Thus, we note by T this set of ordered and successive months.
A month is indexed by t ∈ T . We assume the different temperatures are normal for
all parameters and variables that depend on them. The amount of water contained in
reservoir k on month t is given by Wk ∈ [0, Vk] where Vk is the capacity of reservoir k.

We denote by αl, βl, and γl the respective fraction of phosphorus, nitrogen and potas-
sium in the manure from animal l, where αl, βl, γl ∈ [0, 1]. By taking a mass m of manure
from an animal l, then we have αl · m mass of phosphorus, βl · m mass of nitrogen and
γl · m mass of potassium, so that βl · m + βl · m + γl · m ≤ m.

The general flow structure around a reservoir is shown in Figure 2. A survey of the
involved parameters is given in Table 2.

Table 2: Parameters of timescale.
timescale for ...

τ i,t
k filling of reservoir k by inflow (precipitation and surface) during month t

τ o,t
k outflow of reservoir k water (water retention time) during month t

τ f,t
k filling of reservoir k by inflow (inflow time by filling) during month t

τ e,t
k evaporation of reservoir k (outflow time by evaporation) during month t

4.2 Variables and Bounds

Let xi,j ∈ [0, Ti,j ] stand for the amount of manure transported from farm i to field j. The
amount of manure on field j in month is yj ∈ [0 ≤ yj ≤ Lj ]. The amount of manure
traveling from field j to reservoir k on day t is mt

j,k ∈ [0, Ck]. The amount of manure
containment in reservoir k on month t is zt

k ∈ [0, Ck].
The amount of concentration of phosphorus inflow in reservoir k during month t is

pi,t
k ∈ [0, +∞). The concentration of phosphorus outflow from reservoir k during month t

is po,t
k ∈ [Qt,p

k , +∞). The change of the amount of phosphorus in each reservoir k during
month t is pc,t

k ∈ (−∞, +∞).
The concentration of nitrogen inflow in reservoir k during month t is ni,t

k ∈ [0, +∞).
The change of the amount of nitrogen in each reservoir k during month t is nc,t

k ∈
(−∞, +∞). The concentration of nitrogen outflow from reservoir k during month t is
no,t

k ∈ [Qt,n
k , +∞).

The concentration of potassium inflow in reservoir k during month t is ki,t
k ∈ [0, +∞).

The concentration of potassium outflow from reservoir k during month t is ko,t
k ∈ [Qt,k

k , +∞).
The change of amount of potassium in each reservoir k during month t is kc,t

k ∈ (−∞, +∞).
The amount of water inflow into the reservoir k during month t is wi,t

k ∈ [U t
k, Vk]. The

amount of water outflow from the reservoir k during month t is wo,t
k ∈ [0, Vk]. The amount

of water in each reservoir k during month t is wt
k ∈ [0, Vk]. The change of amount of water

in each reservoir k during month t is wt
k ∈ (−∞, +∞).

4.3 Objective Function and Constraints

The goal is to minimize the total amount of manure from all fields that traveling to the
reservoirs:

min
∑
t∈T

∑
i∈F

∑
j∈S

xt
i,j +

∑
t∈T

∑
j∈S

∑
k∈R

ρt
j,kmt

j,k. (4.1)

The amount of manure transported from farm i is limited by the local production in each
month t: ∑

j∈S
xt

i,j = M t
i , ∀i ∈ F , t ∈ T . (4.2)

The amount of manure on field j during month t is computed as:
∑
i∈F

xt
i,j = yt

j , ∀j ∈ S, t ∈ T . (4.3)

The amount of manure deposited on the fields is greater than the amount of manure
traveling to reservoir k during month t:

∑
j∈S

yt
j ≥

∑
j∈S

mt
j,k, ∀k ∈ R, t ∈ T . (4.4)
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The amount of manure containment in reservoir k during month t is computed as:
∑
j∈S

ρt
jkmt

jk = zt
k, ∀k ∈ R, t ∈ T . (4.5)

The amount of manure in the reservoir is linear to the concentrations of phosphorus,
nitrogen, and potassium, respectively, in a reservoir k during month t:

∑
l∈A

αl · zt
k = pi,t

k , ∀k ∈ R, t ∈ T , (4.6)

∑
l∈A

βl · zt
k = ni,t

k , ∀k ∈ R, t ∈ T , (4.7)

∑
l∈A

γl · zt
k = ki,t

k , ∀k ∈ R, t ∈ T . (4.8)

The budgets equations of phosphorus, nitrogen and potassium, respectively, in each reserve
k during month t are computed as:

pt+1
k = − 1

τ f,t
k

− 1
τ o,t

k

− σph,t
k )pt

k + ( 1
τ i,t

k

− σphi,t
k ri

)
pi,t

k , ∀k ∈ R, t ∈ T , (4.9)

nt+1
k = − 1

τ f,t
k

− 1
τ o,t

k

− σn,t
k )nt

k + ( 1
τ i,t

k

− σni,t
k ri

)
ni,t

k , ∀k ∈ R, t ∈ T , (4.10)

kt+1
k = − 1

τ f,t
k

− 1
τ o,t

k

− σpot,t
k )kt

k + ( 1
τ i,t

k

− σpoti,t
k ri

)
ki,t

k , ∀k ∈ R, t ∈ T . (4.11)

The change of amount of phosphorus, nitrogen and potassium in each reservoir k per
month t is calculated as:

pi,t
k − po,t

k = pc,t
k , ∀k ∈ R, t ∈ T , (4.12)

ni,t
k − no,t

k = nc,t
k , ∀k ∈ R, t ∈ T , (4.13)

ki,t
k − ko,t

k = kc,t
k , ∀k ∈ R, t ∈ T . (4.14)

The inflow water and outflow water connections between the reservoirs k during month t
are ensured by:

wi,t
k − wo,t

k = wc,t
k , ∀k ∈ R, t ∈ T , (4.15)

The change in the amount of water in each reservoir k and each month t is computed as:

wc,t
k = ( 1

τ i,t
k

− 1
τ o,t

k

) · wt
k, ∀k ∈ R, t ∈ T , (4.16)

The budget equation of water in each reservoir k during month t is given by:

wt+1
k = (1 + 1

τ i,t
k

− 1
τ o,t

k

) · wt
k, ∀k ∈ R, t ∈ T . (4.17)

The amount of water inflow during month t is smaller at the water in the reservoir k,
which is, in turn, smaller at the amount of water outflow in a reservoir k:

wo,t
k ≤ wt

k, ∀k ∈ R, t ∈ T , (4.18)

wi,t
k ≤ wt

k, ∀k ∈ R, t ∈ T . (4.19)

5 Computational Results

Consider the instance shown in Figure 2 with 3 farms, 4 fields, and 3 water reservoirs and
connections in FS and SR as depicted. The Guiers lake and valleys of Ferlo and Bounoum
are interconnected in a topological way where the first reservoir is poured into the second
which in turn is poured into the third (R1 �−→ R2 �−→ R3). The minimum amount of
manure used to fertilize fields 1, 2, 3, and 4, in addition to the minimum amount going
into reservoirs 1, 2 and 3 is the computed result of 24835.71471 [Tons].

Table 3: Parameters of Lake and Valleys
Reservoir 1 Reservoir 2 Reservoir 3

Param.
Lake and Valleys Guiers Lake Ferlo Valley Bounoum valley Units

τi 2.19916 4.02166 50 [m/month]
τe 3.99848 4.06228 10.00001 [m/month]
τf 12.21759 402.16666 200.56145 [m/month]

Volume 107000000 59400000 158000000 [m3]
Surface Area 2490000 4410000 7330000 [m2]

Table 4: Data of amount of manure produced in each farm during month t.

T
F

1 2 3 Unit

Jan 800 700 725 [tons]
Fev 300 800 725 [tons]
Mar 700 600 725 [tons]
Apr 800 750 400 [tons]
May 425 800 725 [tons]
Jun 875 600 725 [tons]
Jul 800 825 800 [tons]
Aug 775 825 825 [tons]
Sep 800 700 825 [tons]
Oct 300 600 725 [tons]
Nov 800 700 725 [tons]
Dec 400 400 825 [tons]
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The amount of manure containment in reservoir k during month t is computed as:
∑
j∈S

ρt
jkmt

jk = zt
k, ∀k ∈ R, t ∈ T . (4.5)

The amount of manure in the reservoir is linear to the concentrations of phosphorus,
nitrogen, and potassium, respectively, in a reservoir k during month t:

∑
l∈A

αl · zt
k = pi,t

k , ∀k ∈ R, t ∈ T , (4.6)

∑
l∈A

βl · zt
k = ni,t

k , ∀k ∈ R, t ∈ T , (4.7)

∑
l∈A

γl · zt
k = ki,t

k , ∀k ∈ R, t ∈ T . (4.8)

The budgets equations of phosphorus, nitrogen and potassium, respectively, in each reserve
k during month t are computed as:

pt+1
k = − 1
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− 1
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− σpot,t
k )kt

k + ( 1
τ i,t

k

− σpoti,t
k ri

)
ki,t

k , ∀k ∈ R, t ∈ T . (4.11)

The change of amount of phosphorus, nitrogen and potassium in each reservoir k per
month t is calculated as:

pi,t
k − po,t

k = pc,t
k , ∀k ∈ R, t ∈ T , (4.12)

ni,t
k − no,t

k = nc,t
k , ∀k ∈ R, t ∈ T , (4.13)

ki,t
k − ko,t

k = kc,t
k , ∀k ∈ R, t ∈ T . (4.14)

The inflow water and outflow water connections between the reservoirs k during month t
are ensured by:

wi,t
k − wo,t

k = wc,t
k , ∀k ∈ R, t ∈ T , (4.15)

The change in the amount of water in each reservoir k and each month t is computed as:

wc,t
k = ( 1

τ i,t
k

− 1
τ o,t

k

) · wt
k, ∀k ∈ R, t ∈ T , (4.16)

The budget equation of water in each reservoir k during month t is given by:

wt+1
k = (1 + 1

τ i,t
k

− 1
τ o,t

k

) · wt
k, ∀k ∈ R, t ∈ T . (4.17)

The amount of water inflow during month t is smaller at the water in the reservoir k,
which is, in turn, smaller at the amount of water outflow in a reservoir k:

wo,t
k ≤ wt

k, ∀k ∈ R, t ∈ T , (4.18)

wi,t
k ≤ wt

k, ∀k ∈ R, t ∈ T . (4.19)

5 Computational Results

Consider the instance shown in Figure 2 with 3 farms, 4 fields, and 3 water reservoirs and
connections in FS and SR as depicted. The Guiers lake and valleys of Ferlo and Bounoum
are interconnected in a topological way where the first reservoir is poured into the second
which in turn is poured into the third (R1 �−→ R2 �−→ R3). The minimum amount of
manure used to fertilize fields 1, 2, 3, and 4, in addition to the minimum amount going
into reservoirs 1, 2 and 3 is the computed result of 24835.71471 [Tons].

Table 3: Parameters of Lake and Valleys
Reservoir 1 Reservoir 2 Reservoir 3

Param.
Lake and Valleys Guiers Lake Ferlo Valley Bounoum valley Units

τi 2.19916 4.02166 50 [m/month]
τe 3.99848 4.06228 10.00001 [m/month]
τf 12.21759 402.16666 200.56145 [m/month]

Volume 107000000 59400000 158000000 [m3]
Surface Area 2490000 4410000 7330000 [m2]

Table 4: Data of amount of manure produced in each farm during month t.

T
F

1 2 3 Unit

Jan 800 700 725 [tons]
Fev 300 800 725 [tons]
Mar 700 600 725 [tons]
Apr 800 750 400 [tons]
May 425 800 725 [tons]
Jun 875 600 725 [tons]
Jul 800 825 800 [tons]
Aug 775 825 825 [tons]
Sep 800 700 825 [tons]
Oct 300 600 725 [tons]
Nov 800 700 725 [tons]
Dec 400 400 825 [tons]
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Table 5: Amount of manure in tons sent from farm i to field j during month t.
Farms

1 2 3

T
S

1 2 3 2 3 4 3 4

Jan 325 50 425 400 150 150 300 425
Fev 300 0 0 425 375 0 425 300
Mar 325 375 0 75 425 100 425 300
Apr 325 50 425 400 350 0 100 300
May 325 100 0 350 425 25 425 300
Jun 325 125 425 325 150 125 300 425
Jul 325 50 425 400 75 350 375 425
Aug 325 25 425 425 50 350 400 425
Sep 325 50 425 400 50 250 400 425
Oct 300 0 0 425 175 0 425 300
Nov 325 50 425 400 150 150 300 425
Dec 325 50 25 400 0 0 425 400

Over a period of one year, the fields 1, 2, 3 and 4 received respectively 3850 tons, 5350
tons, 9675 tons and 5950 tons of manure. The annual production of manure in farms 1,
2 and 3 is respectively 7775 tons, 8300 tons and 8750 tons. Thus, we directly deduct the
following equality: 3850 + 5350 + 9675 + 5950 = 7775 + 8300 + 8750 = 24825 tons. These
results are based on Table 4 and Table 5.

Table 6: Amount of manure in tons traveling from field j to each reservoir k during month
t.

Reservoirs
1 2 3

T
S

1 2 1 2 3 4 1 2 3

Jan 7.511 1.91264 0.145 6.73862 0.145 0.145 0.145 0.145 1.84456
Fev 7.511 1.91264 0.491633 8.101 0.145 0.145 0.219751 5.991 5.991
Mar 0.145 3.81138 8.101 6.04598 0.145 0.145 2.42461 5.991 5.991
Apr 0.145 5.53809 0.145 0.145 0.145 3.90017 5.94244 0.145 0.145
May 7.511 3.99875 0.145 0.145 0.145 4.87492 5.991 0.145 0.700002
Jun 0.145 4.17062 0.145 0.145 0.145 3.73634 0.145 0.145 5.63234
Jul 0.145 6.32564 0.145 7.62196 0.145 0.145 0.145 2.40447 5.991
Aug 7.511 4.46995 0.145 4.49254 0.145 0.145 0.145 0.145 2.85603
Sep 7.511 4.47207 0.145 0.145 4.40164 0.145 0.145 0.145 2.23064
Oct 0.145 4.87426 0.145 0.145 0.145 2.26135 0.145 2.82653 0.145
Nov 0.145 4.76562 0.145 0.145 0.145 1.90242 0.145 2.82224 0.145
Dec 0.145 5.0096 7.17184 0.145 0.145 0.145 3.8924 0.145 0.145

Since the amount of manure dumped into the fields is a surplus, we assume that a

proportion of the remaining manure is washed away by the rains by going to the nearest
reservoirs such as Guiers lakes, see Figure 4. The amount of manure traveling to the
Guiers lake is equal to 81.51587 tons annually, and the amount of manure moving into the
valleys of Ferlo and Bounoum are computed by 74.771413 tons and 72.352012 tons per
year, respectively, and obtained by Table 6. We assume that on the farms we mainly have
animals like pig and poultry which annual manure production is equal to 24,825 Tons.

Table 7: Amount of manure in tons on field j and reservoir k during month t.
Manures

Fields Reservoirs

T
S

1 2 3 4 1 2 3

Jan 325 450 875 575 0.132489 0.292745 0.183411
Fev 300 425 800 300 0.132489 0.354173 0.969548
Mar 325 450 850 400 0.115792 0.424159 1.07979
Apr 325 450 875 300 0.167593 0.329413 0.320322
May 325 450 850 325 0.195073 0.407393 0.3727
Jun 325 450 875 550 0.126568 0.317757 0.525761
Jul 325 450 875 775 0.191219 0.328078 0.714753
Aug 325 450 875 775 0.209209 0.202901 0.274442
Sep 325 450 875 675 0.209272 0.284399 0.218157
Oct 300 425 600 300 0.147678 0.198308 0.218157
Nov 325 450 875 575 0.144418 0.169594 0.217857
Dec 325 450 450 400 0.151738 0.169537 0.21782

Manure is mainly composed of chemical elements such as Potassium (k), Phosphorus
(P) and Nitrogen (N). However, this composition in terms of percentages differs from one
animal to another. If we take the animals that are on the farms we have been working
on, namely pigs and poultry, the percentage compositions are as follows: For the poultry,
we have 6.5% of N, 2.5% of P and 2.5% of K; for the pigs, we have the composition:
2% of N, 1% of P and 1.2% of K. Thus, knowing that all of the manure traveling to
the reservoirs doesn’t make it, given that there is one rate used by crops in the fields
and another lost by erosion, then the actual amounts of manure in the three reservoirs
are equal to 1.923538 tons, 3.478457 tons, and 5.312696 tons, respectively, and given in
Table 7. The sum of all these quantities of N, P and P from the two animals must
remain equal to or less than the amount of manure that arrives in each reservoir, i.e.,
mass(Npig)+mass(Npoultry)+mass(Ppig)+mass(Ppoultry)+mass(Kpig)+mass(Kpoultry)
is less than or equal to the monthly amount of manure in each reservoir.
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Table 5: Amount of manure in tons sent from farm i to field j during month t.
Farms

1 2 3

T
S

1 2 3 2 3 4 3 4

Jan 325 50 425 400 150 150 300 425
Fev 300 0 0 425 375 0 425 300
Mar 325 375 0 75 425 100 425 300
Apr 325 50 425 400 350 0 100 300
May 325 100 0 350 425 25 425 300
Jun 325 125 425 325 150 125 300 425
Jul 325 50 425 400 75 350 375 425
Aug 325 25 425 425 50 350 400 425
Sep 325 50 425 400 50 250 400 425
Oct 300 0 0 425 175 0 425 300
Nov 325 50 425 400 150 150 300 425
Dec 325 50 25 400 0 0 425 400

Over a period of one year, the fields 1, 2, 3 and 4 received respectively 3850 tons, 5350
tons, 9675 tons and 5950 tons of manure. The annual production of manure in farms 1,
2 and 3 is respectively 7775 tons, 8300 tons and 8750 tons. Thus, we directly deduct the
following equality: 3850 + 5350 + 9675 + 5950 = 7775 + 8300 + 8750 = 24825 tons. These
results are based on Table 4 and Table 5.

Table 6: Amount of manure in tons traveling from field j to each reservoir k during month
t.

Reservoirs
1 2 3

T
S

1 2 1 2 3 4 1 2 3

Jan 7.511 1.91264 0.145 6.73862 0.145 0.145 0.145 0.145 1.84456
Fev 7.511 1.91264 0.491633 8.101 0.145 0.145 0.219751 5.991 5.991
Mar 0.145 3.81138 8.101 6.04598 0.145 0.145 2.42461 5.991 5.991
Apr 0.145 5.53809 0.145 0.145 0.145 3.90017 5.94244 0.145 0.145
May 7.511 3.99875 0.145 0.145 0.145 4.87492 5.991 0.145 0.700002
Jun 0.145 4.17062 0.145 0.145 0.145 3.73634 0.145 0.145 5.63234
Jul 0.145 6.32564 0.145 7.62196 0.145 0.145 0.145 2.40447 5.991
Aug 7.511 4.46995 0.145 4.49254 0.145 0.145 0.145 0.145 2.85603
Sep 7.511 4.47207 0.145 0.145 4.40164 0.145 0.145 0.145 2.23064
Oct 0.145 4.87426 0.145 0.145 0.145 2.26135 0.145 2.82653 0.145
Nov 0.145 4.76562 0.145 0.145 0.145 1.90242 0.145 2.82224 0.145
Dec 0.145 5.0096 7.17184 0.145 0.145 0.145 3.8924 0.145 0.145

Since the amount of manure dumped into the fields is a surplus, we assume that a

proportion of the remaining manure is washed away by the rains by going to the nearest
reservoirs such as Guiers lakes, see Figure 4. The amount of manure traveling to the
Guiers lake is equal to 81.51587 tons annually, and the amount of manure moving into the
valleys of Ferlo and Bounoum are computed by 74.771413 tons and 72.352012 tons per
year, respectively, and obtained by Table 6. We assume that on the farms we mainly have
animals like pig and poultry which annual manure production is equal to 24,825 Tons.

Table 7: Amount of manure in tons on field j and reservoir k during month t.
Manures

Fields Reservoirs

T
S

1 2 3 4 1 2 3

Jan 325 450 875 575 0.132489 0.292745 0.183411
Fev 300 425 800 300 0.132489 0.354173 0.969548
Mar 325 450 850 400 0.115792 0.424159 1.07979
Apr 325 450 875 300 0.167593 0.329413 0.320322
May 325 450 850 325 0.195073 0.407393 0.3727
Jun 325 450 875 550 0.126568 0.317757 0.525761
Jul 325 450 875 775 0.191219 0.328078 0.714753
Aug 325 450 875 775 0.209209 0.202901 0.274442
Sep 325 450 875 675 0.209272 0.284399 0.218157
Oct 300 425 600 300 0.147678 0.198308 0.218157
Nov 325 450 875 575 0.144418 0.169594 0.217857
Dec 325 450 450 400 0.151738 0.169537 0.21782

Manure is mainly composed of chemical elements such as Potassium (k), Phosphorus
(P) and Nitrogen (N). However, this composition in terms of percentages differs from one
animal to another. If we take the animals that are on the farms we have been working
on, namely pigs and poultry, the percentage compositions are as follows: For the poultry,
we have 6.5% of N, 2.5% of P and 2.5% of K; for the pigs, we have the composition:
2% of N, 1% of P and 1.2% of K. Thus, knowing that all of the manure traveling to
the reservoirs doesn’t make it, given that there is one rate used by crops in the fields
and another lost by erosion, then the actual amounts of manure in the three reservoirs
are equal to 1.923538 tons, 3.478457 tons, and 5.312696 tons, respectively, and given in
Table 7. The sum of all these quantities of N, P and P from the two animals must
remain equal to or less than the amount of manure that arrives in each reservoir, i.e.,
mass(Npig)+mass(Npoultry)+mass(Ppig)+mass(Ppoultry)+mass(Kpig)+mass(Kpoultry)
is less than or equal to the monthly amount of manure in each reservoir.
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Figure 3: Temporal variation of manure as a function of inflow and outflow water, and
temporal variation of Nitrogen, Phosphorus and Potassium inflow and outflow at reservoir
1.

Figure 4: Temporal variation of manure as a function of inflow and outflow water, and
temporal variation of nitrogen, phosphorus and potassium inflow and outflow at reservoir
2.

Figure 5: Temporal variation of manure as a function of inflow and outflow water, and
temporal variation of Nitrogen, Phosphorus and Potassium inflow and outflow at reservoir
3.

The highest concentrations of Phosphorus, Nitrogen, and Potassium inflow are noted
during August and September with average values around 7.3223, 9.95395 and 7.6351 µg/l
for P in the reservoirs 1, 2 and 3; 17.881, 24.1739 and 23.3276 µg/l for N in reservoirs 1,
2 and 3; and 7.74307, 10.5227 and 26.4459 µg/l for K in reservoirs 1, 2 and 3. We assume

that the remaining amount of these different chemical elements (N, P, K) is used by crops,
sedimentation in the soil, etc. The Figures 3, 4 and 5 show the patterns of manure masses
in Lake Guiers and valleys of Ferlo and Bounoum, respectively. We have water spikes
in reservoir 1 in July, August, and September, which also directly implies an increase in
manure inflow. Thus, in Reservoir 1, in the same months, we have a direct increase in N,
P and K in this reservoir. We also noticed that the amounts of N, P, K inflow are much
higher than the amounts of N, P, K outflow, therefore we have an excess of N, P, K over
time in each reservoir, see 5. The annual variations of the chemical elements N, P, K are
compared at 5. We find the quantities N, P, and K in an ascending order in each reservoir.

6 Conclusion

We have developed an algebraic model to determine the minimum amount of manure
needed to fertilize fields while minimizing the amount of manure flowing into Guiers Lake
and, valleys of Ferlo and Bounoum . It also allowed us to know the unit quantities
(concentrations) of nitrogen, potassium, and phosphorus added each month to each of the
three reservoirs. Knowing the types of animals (pig and poultry) we have on the farms and
their monthly manure production, the amount of manure used by the crops in the fields
and the amount of manure lost during water transport to the reservoirs, we established the
amounts of manure arriving in each reservoir by deducting the monthly concentrations of
N, P, and K from them. The algebraic model thus established makes it possible to predict
the quantities of N, P, and K in the future for each reservoir.

As future work, we decided to model the movement of manure in the surfaces and its
main components (N, P, K) in the soil and subsoil. We also plan to use other resolution
methods based on a linear dynamic system to solve this important environmental problem.
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in Lake Guiers and valleys of Ferlo and Bounoum, respectively. We have water spikes
in reservoir 1 in July, August, and September, which also directly implies an increase in
manure inflow. Thus, in Reservoir 1, in the same months, we have a direct increase in N,
P and K in this reservoir. We also noticed that the amounts of N, P, K inflow are much
higher than the amounts of N, P, K outflow, therefore we have an excess of N, P, K over
time in each reservoir, see 5. The annual variations of the chemical elements N, P, K are
compared at 5. We find the quantities N, P, and K in an ascending order in each reservoir.

6 Conclusion

We have developed an algebraic model to determine the minimum amount of manure
needed to fertilize fields while minimizing the amount of manure flowing into Guiers Lake
and, valleys of Ferlo and Bounoum . It also allowed us to know the unit quantities
(concentrations) of nitrogen, potassium, and phosphorus added each month to each of the
three reservoirs. Knowing the types of animals (pig and poultry) we have on the farms and
their monthly manure production, the amount of manure used by the crops in the fields
and the amount of manure lost during water transport to the reservoirs, we established the
amounts of manure arriving in each reservoir by deducting the monthly concentrations of
N, P, and K from them. The algebraic model thus established makes it possible to predict
the quantities of N, P, and K in the future for each reservoir.
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Abstract 

Aspect-based sentiment analysis (ABSA) allows customers to evaluate service quality 
about multiple categories and to analyze their positive or negative comments. This study aims 
to perform expectation-based sentiment analysis by identifying the target term, category and 
sentiment class in customer comments. Token classification is used for target term 
identification and sequential classification model is used for sentiment analysis. As a result of 
the study, 91.6%, 90.9%, 90.7% and 89.9% accuracy rates were obtained for convolutional 
BERT (ConvBERT), efficiently learning an encoder that classifies token replacements 
accurately (ELECTRA), decoding-enhanced bert with disentangled attention (DeBERTa) and 
distilled bidirectional encoder representations from transformers (DistilBERT) models for 
target term extraction with token classification. In sentiment analysis with sequential 
classification, BERTurk and ELECTRA models were compared and analyzed. An accuracy 
rate of 88.8% was obtained for the BERTurk model and 86.8% for the ELECTRA model.

Keywords: Token Classification, Sequential Model Classification, Natural Language 
Processing (NLP) , Turkish NLP.

1.INTRODUCTION

In today's digital age, customers are constantly sharing their experiences and opinions 
about products and services on various online platforms. These opinions can be extremely 
valuable for businesses as they can provide information about customer preferences, 
expectations and satisfaction levels. 

Aspect-based sentiment analysis aims to predict the sentiment polarity of specific 
targets in a given text [1]. This technique provides a more nuanced understanding of customer 
feedback, as it allows businesses to identify which specific aspects of their product or service 
are perceived most positively or negatively by customers.  Unlike category classification 
methods, it can detect more than one category in a sentence. It determines the emotion 
contained in each category separately. In businesses, it ensures that customer comments are 
quickly analyzed and positive or negative opinions are conveyed to the relevant department. 
This situation benefits the business in terms of eliminating deficiencies and customer 
satisfaction.

Section 2 discusses previous research in the field of ABSA. Section 3 describes the 
methods and dataset used. Implementation, experimentation and experimental results are 
presented in Section 4. Conclusions are presented in Section 5.
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Abstract 

Aspect-based sentiment analysis (ABSA) allows customers to evaluate service quality 
about multiple categories and to analyze their positive or negative comments. This study aims 
to perform expectation-based sentiment analysis by identifying the target term, category and 
sentiment class in customer comments. Token classification is used for target term 
identification and sequential classification model is used for sentiment analysis. As a result of 
the study, 91.6%, 90.9%, 90.7% and 89.9% accuracy rates were obtained for convolutional 
BERT (ConvBERT), efficiently learning an encoder that classifies token replacements 
accurately (ELECTRA), decoding-enhanced bert with disentangled attention (DeBERTa) and 
distilled bidirectional encoder representations from transformers (DistilBERT) models for 
target term extraction with token classification. In sentiment analysis with sequential 
classification, BERTurk and ELECTRA models were compared and analyzed. An accuracy 
rate of 88.8% was obtained for the BERTurk model and 86.8% for the ELECTRA model.
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1.INTRODUCTION

In today's digital age, customers are constantly sharing their experiences and opinions 
about products and services on various online platforms. These opinions can be extremely 
valuable for businesses as they can provide information about customer preferences, 
expectations and satisfaction levels. 

Aspect-based sentiment analysis aims to predict the sentiment polarity of specific 
targets in a given text [1]. This technique provides a more nuanced understanding of customer 
feedback, as it allows businesses to identify which specific aspects of their product or service 
are perceived most positively or negatively by customers.  Unlike category classification 
methods, it can detect more than one category in a sentence. It determines the emotion 
contained in each category separately. In businesses, it ensures that customer comments are 
quickly analyzed and positive or negative opinions are conveyed to the relevant department. 
This situation benefits the business in terms of eliminating deficiencies and customer 
satisfaction.

Section 2 discusses previous research in the field of ABSA. Section 3 describes the 
methods and dataset used. Implementation, experimentation and experimental results are 
presented in Section 4. Conclusions are presented in Section 5.
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2. RELATED WORKS

Cetin and Eryigit [2] focused on target category and target term extraction in their 
investigation. In order to identify both simultaneously, they created a tagging technique based 
on conditional random fields (CDF) based on word vectors and lexical analysis data. For the 
simultaneous identification of the target category and phrase, they received an F1 score of 
46.7% [2]. To enhance BERT's performance on sensitivity analysis and appearance-based 
sensitivity analysis tasks, Xu et al. [3] present a post-training strategy that fine-tunes BERT 
on a huge corpus of inspection data. They employ a two-step procedure where they first fine-
tune BERT on the target task after training it on a huge corpus of reviews using a masked 
language modeling job [3]. Song et al. [4] investigated sentiment bias towards targets. They 
proposed the Attentional Encoder Network (AEN) as a solution to the difficulties in 
parallelizing RNNs and remembering long-term patterns. Two different embedding layers 
were added to the AEN and two models, AEN-Glove and AEN-Bert, were obtained. AEN-
Glove with a label smoothing regularization (LSR) achieved high accuracy while Glove 
without LSR achieved low accuracy [4].

3.GENERAL PROPERTIES OF METHOD

The methods used and information about the dataset are explained in this section. 
According to the Turkish language paradigm, it aims to recognize various types and emotions 
present in customer feedback. The restaurant dataset [5] was used for the tests, which were 
carried out in Python. It was carried out using an NVIDIA GeForce RTX 3070 graphics card 
as the hardware. For target term extraction using token classification, we utilized four
different models. For sentiment analysis, we used two different equential model.

3.1.Dataset

In the dataset, SemEval-2016 ABSA Restaurant Reviews-Turkish Train Data (Subtask 
1) from SemEval 2016 restaurant dataset was used as training data and SemEval-2016 ABSA
Restaurant Reviews-Turkish Test Data-GOLD (Subtask 1) was used as test data [5].  In this
study, 1046 category labels and target term information were included in the training data and
153 category labels and target term information were included in the test data. The data count
information for the categories is shown in Table 1.

Table 1.Data distribution by category

Category Number of Training Data  Number of Test Data

FOOD#QUALITY 396 68
AMBIENCE#GENERAL 267 23
SERVICE#GENERAL 227 21
RESTAURANT#GENERAL 202 18
FOOD#STYLE_OPTIONS 111 8
RESTAURANT#PRICES 57 4
DRINKS#QUALITY 48 4
LOCATION#GENERAL 36 2
DRINKS#STYLE_OPTIONS 30 0
FOOD#PRICES 23 3
DRINKS#PRICES 8 1
RESTAURANT#MISCELLANEOUS 1 1

The dataset contains 820 positive and 586 negative emotions for training and 104 
positive and 49 negative emotions for testing. In the data analysis phase, the most frequently 
used words were analyzed and it was observed that words such as servis, mekan, lezzet, 
yemek, and manzara were frequently used.

For token classification, sentences are first divided into words. The position of the 
target term in the sentence has been determined. The designated location is assigned to the 
label of the category it represents, as shown in Table 2.

Table 2. Example of a tag for named entity recognition(NER)

Word NER
1 0
kere 0
denedigim 0
fiyatlarinin RESTAURANT#PRICES
yüksek 0
yemeklerinin FOOD#QUALITY
lezzetsiz 0
olduğu 0
bir 0
mekan 0

Target phrase, sentence, and sentiment state are organized in json format for sentiment 
analysis so that sequential classification models can be used.

3.2.Token Classification 

Token classification is a common natural language processing task that involves 
assigning a label to each token in a text string. Tokens are discrete meaningful units in text, 
such as words or punctuation marks. Their labeling is used in various natural language 
processing applications, such as named entity recognition or sentiment analysis. Recurrent 
neural networks (RNNs) can be used in named entity recognition, including convolutional 
neural networks (CNNs) and transformers [6]. 

In this study, 4 different models, namely ConvBERT [7], ELECTRA [8], DeBERTa 
[9], and DistilBERT [10], were used for token classification.

3.3. Sentiment Analysis with Sequential Model Classification

Sequential model classification is a machine learning problem given a sequence or 
series. In this problem, a sequence is given as input and a class or label corresponding to this 
sequence is predicted as output. In NLP applications, it can be used to predict the nouns, 
verbs, adjectives, and objects of the words that make up the sentence sequence. In general, 
models such as RNN and LSTM are widely used [11].In this study, sentiment analysis was 
performed by training the target category, sentence and sentiment data with the sequential 
model. The success of BERTurk [12] and ELECTRA [8] models were compared. In this 
work, sentiment analysis was carried out by training the sequential model on the target 
category, text, and sentiment data. We examined the effectiveness of the BERTurk [12] and 
ELECTRA [8] models.
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3.4. Method

This section describes the methods used in the study.
A diagram of the new data prediction process after the training is completed is shown 

in Fig.1. 
The models were evaluated according to precision, recall, F1 score and accuracy metrics.

Fig. 1. Estimation of new data.

The following steps were taken in the study respectively.
1. Labeling the dataset according to the named entity recognition method, which is

described in detail in Section 3.
2. Training and testing token classification models.
3. Organizing the dataset in json format for sequential model classification. Inclusion

of target terms, sentence and sentiment labels in the training data.
4. Performing and testing the sequential model classification.
Comparative training results are presented in Section 4.

4.APPLICATIONS

In this section, the results of the experiments on target extraction with token 
classification and sentiment analysis with sequential model classification are evaluated.

4.1.Target Term Extraction - Token Classification

As a result of the token classification training, the ConvBERT model achieved the highest 
accuracy rate of 98.8% on the training data and 91.6% on the test data. 

The results of the current study are presented in Table 3. The results of the study were 
evaluated with precision, recall, F1 score and accuracy metrics.

Table 3.Training and test results for marker classification models 

Model Precision Recall F1 Score Accuracy Test Accuracy
ConvBERT 0.943 0.945 0.944 0.988 0.9168

ELECTRA 0.944 0.939 0.941 0.987 0.9095

DeBERTa 0.922 0.934 0.928 0.987 0.9077

DistilBERT 0.905 0.907 0.906 0.980 0.8995

4.2. Sentiment Analysis

In the sentiment analysis phase, BERTurk and ELECTRA models were used as sequential 
classification models. The BERTurk model achieved the highest success with an accuracy rate 
of 88.8%. The BerTurk model achieved 87.8% F1 score, 90.2% sensitivity, 86.7% precision 
and 88.8% accuracy on the test data. Fig. 2. shows the test data complexity matrix.

Fig. 2. BERTurk model confusion matrix for sentiment analysis

The ELECTRA model achieved an F1 score of 85.9%, sensitivity of 88.76%, precision 
of 86.84% and accuracy of 86.92%. Fig. 3. shows the test data complexity matrix.

Fig. 3.  ELECTRA model confusion matrix for sentiment analysis.

40 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



The results of the current study are presented in Table 3. The results of the study were 
evaluated with precision, recall, F1 score and accuracy metrics.

Table 3.Training and test results for marker classification models 

Model Precision Recall F1 Score Accuracy Test Accuracy
ConvBERT 0.943 0.945 0.944 0.988 0.9168

ELECTRA 0.944 0.939 0.941 0.987 0.9095

DeBERTa 0.922 0.934 0.928 0.987 0.9077

DistilBERT 0.905 0.907 0.906 0.980 0.8995

4.2. Sentiment Analysis

In the sentiment analysis phase, BERTurk and ELECTRA models were used as sequential 
classification models. The BERTurk model achieved the highest success with an accuracy rate 
of 88.8%. The BerTurk model achieved 87.8% F1 score, 90.2% sensitivity, 86.7% precision 
and 88.8% accuracy on the test data. Fig. 2. shows the test data complexity matrix.

Fig. 2. BERTurk model confusion matrix for sentiment analysis

The ELECTRA model achieved an F1 score of 85.9%, sensitivity of 88.76%, precision 
of 86.84% and accuracy of 86.92%. Fig. 3. shows the test data complexity matrix.

Fig. 3.  ELECTRA model confusion matrix for sentiment analysis.

417th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



5.CONCLUSIONS
This study aims to compare the performance of BERTurk and ELECTRA models in 

Turkish sentiment analysis and opinion extraction tasks. In the study, first of all, the Turkish 
restaurant dataset [5] was revised for the problem and both models were trained on this 
dataset. For the sequential model, ELECTRA and BERTurk models are trained and compared 
on the dataset. As a result of this comparison, it was seen that the BERTurk model gave more 
successful results with an accuracy rate of 88.8% and an F1 score of 87.8%. In token 
classification, ConvBERT achieved the highest accuracy rate of 91.6% in the training 
conducted with ConvBERT, ELECTRA, DeBERTa, and DistilBERT models.
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Abstract 

SiC MOSFETs can provide higher current density and have the ability to work on 
higher switching frequencies compared to their competitors. Consequently, they have become 
a preferred choice for increasing power density and improving efficiency in power electronics 
applications. However, as the switching speed increases, the switch is subjected to oscillations 
and voltage spikes, which negatively impact its performance. The conventional approach to 
mitigate these effects is to reduce the switching speed, but this will result to increase of 
switching losses. To address this issue, an active gate driver that can minimize oscillations 
and voltage spikes on the switch with minimized increase of switching losses in SiC 
MOSFETs is investigated in this study. The proposed driver operates in closed loop with 
voltage feedback taken from the switch drain-source voltage. The studies were conducted in 
the SPICE simulation environment, and the CREE company's 650V discrete SiC MOSFET 
was tested with double pulse tests (DPT) created in the simulation environment. The results of 
the study showed that the active gate driver has several advantages over the conventional gate
driver.

Keywords: Silicone Carbide (SiC); switching losses; active gate driver.

1.INTRODUCTION

One of the fundamental objectives in power electronics applications is to increase power density. 
One way to achieve this is by increasing the switching frequency in converters, which can result in 
smaller passive component sizes. Additionally, reducing semiconductor losses can help decrease the 
cooling requirements for the system. In pursuit of these objectives, wide bandgap devices, such as 
Silicon Carbide (SiC) and Gallium Nitride (GAN) MOSFETs, have become increasingly popular in recent 
years. SiC MOSFETs offer higher breakdown voltage and lower thermal resistance compared to their 
Si MOSFET counterparts, while also having the ability to work with higher switching frequency 
capabilities than Si IGBTs. By utilizing SiC MOSFETs, power electronics converters can operate at 
higher frequencies with lower overall losses [1]. These advantages have made SiC MOSFETs a 
preferred choice for renewable energy, automotive, and industrial applications [2]. 

The switching speed of SiC is higher compared to its competitor, Si IGBT, which results in lower 
switching losses [3]. However, due to high dv/dt and di/dt, voltage spikes, oscillations, and EMI 
problems can occur in the converter [4]. During turn-on and turn-off, the voltage across the switch 
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can approach its breakdown voltage because of the high di/dt caused by parasitic inductances in the 
converter. Moreover, the oscillations can affect the circuit and lead to EMI problems. The primary 
measure to reduce these parasitic elements is good PCB design, but unfortunately, it has limited 
effectiveness. To avoid these problems, designers can increase the gate resistance of the switch to 
reduce the di/dt, but this can limit the full performance of SiC MOSFETs [5]. Active gate driver circuits 
can separately control the dv/dt and di/dt values of the switch and mitigate the mentioned negative 
effects [6]. 

The most basic active gate driver (AGD) circuits are those made with uncontrolled open loop 
methods. This type of AGD works on the principle of changing the gate current after a fixed time has 
passed since the switch is turned on or off. This method, which is easier to implement due to its 
simple structure, can increase the performance of the switch. However, it can only be used in some 
special applications or fixed load circuits as it does not take feedback. Since the temperature effect is 
not considered in the circuit, the effect of AGD may decrease at different temperatures [7]. 

Closed loop AGD circuits, on the other hand, control the gate current by feedback taken from either 
the drain-source voltage, the gate-source voltage or drain current of the switch. These gate drivers 
mostly have multiple gate resistors and activate them at different times. The circuit complexity is 
higher, so the cost and design difficulty increases. High-speed comparators and control elements are 
required for the feedback circuit. The performance of AGD does not decrease with changes in factors 
such as input voltage, load, and temperature [8]. 

In this study, first the turn-off characteristics of SiC MOSFET were analyzed. Then, classical gate driver 
circuits were tested using DPT test setup in LtSpice software. The simulation results of the proposed 
active gate driver circuit were compared with the simulation results of the classical gate driver 
circuit. 

1.1.  SiC MOSFET Turn-off 

In power electronic applications, MOSFETs are commonly used in conjunction with an inductor and a 
diode. When the MOSFET turns off, the inductor current completes its path through the diode or an 
equivalent switch. To test the switching behavior of the MOSFET, DPT is the most commonly used 
method [9]. By using this circuit, the switching characteristics of the MOSFET can be examined by 
turning the switch on and off at the desired current and voltage levels. 

When examining the low side MOSFET turn-off behavior in this test circuit, we observe the 
waveforms shown in Fig. 1. Before t0, switch is conducting and its gate voltage is VGS. At time t0, a 
turn-off signal is given, and there is no change in the switch current or voltage until the gate voltage 
reaches the Miller voltage. At time t1, when the gate voltage reaches the Miller voltage, the switch 
voltage starts to rise until time t2, when the switch voltage reaches the input voltage. During this 
time, there is no change in the switch current, and the gate voltage remains at the miller voltage. At 
time t2, the CGD capacitance becomes charged, and the current flows from the CGS capacitance. As a 
result, the gate voltage begins to decrease again, and the switch current also starts to decrease. At 
time t3, the switch current reaches zero as the gate voltage reaches the threshold value. Finally, the 
gate voltage drops to a low level, and the turn-off process is complete. 

Fig. 1. MOSFET turn-off VDS, IDS and VGS waveforms 

The most important factors that affect the switching losses of a MOSFET are the dv/dt and di/dt 
values. Fig. 2 shows a MOSFET model with its capacitances. When examining the effect of these 
capacitances during turn-off, at time t0, the CGS capacitance starts to discharge as the gate driver 
voltage drops. When the gate voltage reaches the miller voltage, the switch starts to increase its 
drain-source voltage. The miller voltage is calculated by Eq. 1, and the factor that determines the rate 
of increase in MOSFET voltage is the charging of the CGD capacitance. The CGD capacitance is 
discharged with a constant gate current Ig, which is calculated by Eq. 2. When charged with this 
current, the voltage rise time is as given in Eq. 3.  

(1) 

(2) 

(3) 

After the switch voltage reaches the input voltage, the rate of decrease of the switch current is 
determined by the total capacitance of CGD and CGS, which is the Ciss capacitance, and the gate 
current. The gate current is given by Eq. 4. In this case, the current fall time can be calculated using 
Eq. 5 [10]. 

(4) 

(5)
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(1) 

(2) 
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As can be seen, the rise time and fall time of voltage can be altered by changing the gate resistance. 
By using different resistances within these two ranges, separate control of dv/dt and di/dt can be 
achieved. 

Fig. 2. MOSFET model with intrinsic capacitances 

When calculating the turn-off switching energy loss, the time from the gate voltage dropping to 90% 
of its value to the drain current dropping to 1% of its value can be used. The switching energy loss 
during this time is calculated using Eq. 6. 

2.GENERAL PROPERTIES OF METHOD

2.1.  Simulation Studies with Classical Gate Driver 

The test circuit given in Fig.3 is set up in the LtSpice program. Parasitic inductances and capacitors 
were added to the simulation schematic to obtain realistic switching waveforms for the switch. 
Cree's C3M0015065K 650V model was selected as the SiC MOSFET for the simulation test circuit. 
Different resistances ranging from 5 Ω to 20 Ω were used for the gate resistance of the MOSFET. The 
result of the test performed with a 10 Ω resistance can be seen in Fig. 4. 

Fig. 3. Classical gate driver simulation circuit 

Fig. 4. Classical gate driver simulation results with 10 Ω gate resistance 

Table 1 provides a comparison of the turn-off switching losses and peak drain source voltage values 
for different gate resistances. As expected, as the gate resistance increases, the switching loss 
increases and the peak voltage value decreases. 

TABLE 1: Classical Gate Driver Simulation Results 
Rgoff Eoff Vpeak 

5 Ω 290.58 uJ 551 V 

7.5 Ω 402.22 uJ 526 V 

10 Ω 507.2 uJ 510 V 

15 Ω 708.2 uJ 491 V 

20 Ω 906.7 uJ 479 V 

2.2. AGD Working Principle 

SiC MOSFETs can operate with lower switching losses thanks to their switching speeds. However, the 
high dv/dt and di/dt values resulting from fast switching can prevent SiC MOSFET from being used at 
full performance due to the effect of parasitic inductances and capacitances in the circuit. Due to the 
parasitic inductance in the circuit, the switch peak voltage can approach the breakdown voltage. As 
seen in classical gate driver simulation studies, high gate resistance should be selected to protect the 
SiC MOSFET from overvoltage. This, in turn, increases the turn-off switching losses. The presented 
AGD circuit aims to reduce the peak voltage on the switch without increasing the turn-off switching 
losses. 

The source of the voltage spike that occurs on the switch is the di/dt change on the switch and the 
parasitic inductance. As shown in Fig. 2. the switch current starts to decrease after the switch voltage 
reaches the input voltage. The proposed AGD circuit aims to reduce the current decay rate while 
keeping the switch voltage rise rate constant by increasing the gate resistance after the switch 
voltage reaches its peak value. To achieve this, an additional MOSFET is added in parallel with the 
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MOSFET that is active during the turn-off. Both MOSFETs are turned on with the switching signal. 
When an increase in resistance is desired, MOSFET M3 is turned off, thus increasing the resistance 
value can be achieved. The circuit diagram of the simulated AGD is shown in Fig. 5. 

Fig. 5. Proposed AGD circuit diagram. 

AGD waveforms are shown in Fig. 6.  

Fig. 6. Proposed AGD waveforms. 

3.APPLICATIONS

3.1. AGD Simulation Studies 

During simulation studies, firstly, the open-loop control circuit was modeled with ideal components. 
In this way, it was aimed to observe the performance of AGD under ideal conditions. In these 
simulations, the parameters that were changed are R1, R2 resistors and the delay in the turn-on time 
of the M3 switch. For easy calculations, the equivalent resistance formed by connecting R1 and R2 
resistors in parallel while M2 and M3 switches are in conduction is called RLOW and the resistance 
formed when the M3 switch turns off is called RHIGH. The simulation results obtained in this way are 
given in Table 2. In the simulation, the battery voltage is 400V and the switch current is 60A. 

TABLE 2: Simulation results for AGD 
RLOW RHIGH TDELAY Eoff Vpeak 
5 Ω 20 Ω 59 ns 350.8 uJ 479 V 
5 Ω 20 Ω 60 ns 331.2 uJ 491 V 
5 Ω 20 Ω 61 ns 316.6 uJ 506 V 
5 Ω 25 Ω 60 ns 343.0 uJ 485 V 
5 Ω 25 Ω 61 ns 323.4 uJ 502 V 
5 Ω 25 Ω 62 ns 310.7 uJ 516 V 
5 Ω 30 Ω 60 ns 354.4 uJ 481 V 
5 Ω 30 Ω 61 ns 329.8 uJ 498 V 
5 Ω 30 Ω 62 ns 313.8 uJ 514 V 

Looking at the simulation results, all values in the table are in a more advantageous situation 
compared to the results of the classical gate driver. When the 10 Ω turn-off resistance results of the 
classical gate driver are compared with the AGD results, both the switch turn-off losses and the peak 
voltage are lower. Fig. 7 shows the simulation waveforms when RLOW is 5 Ω and RHIGH is 25 Ω. The 
current rate has been slowed down, resulting in reduced oscillations in voltage and current. 

Fig. 7. Simulation results of AGD with RLOW 5 Ω and RHİGH 25 Ω. 
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3.2. Simulation Studies with Real Components 

After verifying the AGD operation principle with ideal components, the circuit was implemented with 
real components. To simplify the implementation of AGD, the circuit was constructed by adding 
modifications to a standard gate driver. The UCC5350 gate driver from Texas Instruments was 
selected as the driver. For AGD waveform generation, feedback was taken from the switch drain-
source voltage. The rise time of the drain-source voltage is in the range of 20-30 ns. To ensure proper 
operation of the AGD circuit, the control circuit should have very short measurement and response 
times.  

The parasitic capacitors in the classic voltage divider circuit used for voltage measurement can affect 
the circuit performance and can cause an extra delay. Therefore, a compensated voltage divider 
circuit was used instead of the classic voltage divider when taking feedback from the switch. The 
compensated voltage divider circuit is obtained by placing capacitors in parallel with the voltage 
divider resistors and is preferred for high-frequency measurement circuits [11]. 

The optimum turn-off time for the M3 switch in the AGD circuit is when the switch voltage reaches 
the input voltage. This moment also corresponds to the end of the Miller region. A high speed 
comparator is used to generate the turn-off signal. The delay time of this comparator is maximum 2.9 
ns. When adjusting the comparison threshold value, the total delay in the circuit should be 
considered. The turn-on delay time of the M3 MOSFET is 3 ns. In this case, the total delay can be 
considered as 6 ns. Taking this delay into account, the turn-off threshold voltage for the M3 switch is 
selected as 250V. The simulation results for this case are shown in Fig. 8. 

Fig. 8. Simulation waveforms of AGD with real components 

The switching loss during turn-off with the closed loop AGD circuit is 383 uJ, and the peak voltage 
level is 480 V. These results are consistent with simulation results obtained using ideal components. 

4.CONCLUSIONS

In this study, a closed-loop AGD circuit for SIC MOSFET has been investigated. The circuit was tested 
using a double-pulse test setup in the spice simulation environment. Simulation results were 
compared with classical gate driver simulation results. The low turn-off losses with low gate 

resistance in classical gate driver achieved with having high gate resistance peak drain source voltage 
values. This has been achieved by separately controlling dv/dt and di/dt during turn-off. In addition 
to these benefits, the oscillations in the switch current and voltage have been suppressed. This 
suppression will result in an improvement in the EMI performance of the converter due to AGD. 
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Abstract 

Lightening expactations in automotive industry increases for power transmission 
elements.  With respect to this expectation, reducing the number of unit parts in the propoller 
shaft design is very important. This study aimed to design a single-piece propeller shaft by 
using composite tube instead of a two-piece traditional propeller shaft. The removal of the 
center bearing group, which constitutes approximately 18% of the propeller shaft weight, and 
the use of aluminium and composite unit parts instead of steel unit parts were planned.  

In addition to the innovations in propeller shaft design, this study determined the 
parameters of the adhesive used for bonding composite tubes and aluminium unit part in a 
numerical environment. For determining the adhesive parameters, factors such as application 
length, thickness and bonding surface profile of the adhesive were considered for their effects 
on the torque carrying capacity. The cohesive zone material (CZM) model and the finite 
element method (FEA) method were used for modeling the adhesive in a numerical 
environment. The obtained results will help to optimize the adhesive parameters to increase 
the efficiency of the bonding process. In addition, a lighter and more durable propeller shaft 
design will be obtained with the innovations in propeller shaft design.

Keywords: CZM, Cohesive zone material modeling, FEA

1.INTRODUCTION

In recent years, many industries have used composite materials that offer many 
advantages such as high strength, lightness, high stiffness and good wear resistance. Since 
two-piece propeller shafts are designed with conventional production and material selection, 
they can be designed as single-piece with the implementation of composite tube. This 
provides higher durability and lower weight. Figure 1 shows the propeller shaft and its 
subcomponents. [1]
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Figure 1 Traditional design cardan shaft model

The removal of the center bearing group, which constitutes approximately 18% of the 
propeller shaft weight, and the use of aluminum and composite unit parts instead of steel 
unit parts will provide approximately 35% lightening in propeller shaft weight. Figure 2 shows 
cardan shaft model with composite tube design. 

Figure 2 Cardan shaft model with composite tube design

Pınar; compared composite and aluminum over composite composite tubes in terms of 
strength and natural frequency by testing and finite element method [2].

Rao have revealed that composites used in propeller shafts and generally carbon fiber 
and glass fibers are used in automotive industry intensively [3].

Joining of composite parts is an important issue and adhesives are often used. Bonding 
process is the process of joining two surfaces with adhesive and they can be exposed to 
various loads during this process. Therefore, the durability of bonded composite materials is 
an important issue in the design and production process. The types of adhesives and their 
maximum shear force from 3M company shown in Figure 3.

 

Figure 3 Adhesive strength ranges [4]

As indicated in Figure 3, different types of adhesives can be used for bonding composite 
tubes. Adhesives such as epoxy resins, polyurethanes, silicones, and acrylics are known for 
their high strength, flexibility, and chemical resistance. However, each type of adhesive has 
different properties, and selecting the appropriate adhesive is critical for the durability of the 
bonding process.

In this study, 3M's epoxy-modified adhesive was chosen. This adhesive was selected 
since it satisfies the torque carrying requirements. The representation of cohesive failure 
shown in Figure 4.

Figure 4 Structural adhesive modeling [4]

In this paper, the use of the CZM for the FEA of bonded composite tubes were
investigated. This method enables an accurate evaluation of the durability of bonded 
composite tubes. One of the challenges in this study is to model adhesive in an FEA 
environment, which is a complex task due to the material properties of adhesive. Unlike 
standard steel, adhesive has a nonlinear behavior that causes it to deform and break in 
unexpected ways when subjected to external forces. Therefore, we propose a novel method to 
model this difficult material in an FEA environment and validate it with experimental data.
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2.GENERAL PROPERTIES OF METHOD

This method models the behavior of adhesives and explains how stress and 
deformation occur on the surface of the adhesive. The CZM model is used to calculate the 
stress and deformation on the surface of the adhesive, which arise from the interactions 
between the two surfaces.

The FEA method is used to analyze the behavior of a structure or component. This 
method divides the structure or component into a series of small elements and calculates the 
behavior of each element. The FEA method calculates the stress, deformation, and other 
properties of a structure or component by taking into account factors such as material 
behavior, loads, and temperature.

In this study, CZM was used to model the behavior of the adhesive material and this 
model was applied by using the "LS-DYNA - Cohesive Mixed Mode Card Mat 138" material 
card in the LS-DYNA program. MAT 138 is a material card included in the LS-DYNA
program and can be used with CZM. CZM is a technique used to model adhesion between 
materials. It models the stress-strain behavior that occurs when adhesion between materials is 
broken and the materials are separated.

In this study, tube sections and adhesive layers were created and their geometries were 
defined in the LS-DYNA program. The material card necessitates the parameters displayed 
underneath to be entered. The material card properties of mat138 are displayed in Table 1.

Table 1 Mat 138 material card properties

Ro Mass density
Inıtfail INTFAIL:=The number of integration points required for the cohesive element to 

be deleted. The value of INTFAIL may range from 1 to 4 with 1 the recommended value.
LT.0.0: Employs a Newton - Cotes integration scheme and the element will be deleted 

when | INTFAIL | integration points have failed.
EQ.0.0 : Employs a Newton - Cotes integration scheme and the element will not be deleted 

even if it satisfies the failure criterion.
GT.0.0 : Employs a Gauss integration scheme and the element will be deleted when 

INTFAIL integration points have failed.

EN EN:=The stiffness normal to the plane of the cohesive element.
ET ET:=The stiffness in the plane of the cohesive element

GIC GIC:=Energy release rate for mode I.
LT.0.0: Load curve ID = (-GIC) which defines energy release rate for mode I as a function 

of element size.)

GIIC GIIC:=Energy release rate for mode II
LT.0.0: Load curve ID = (-GIIC) which defines energy release rate for mode II as a 

function of element size.)

XMU XMU:=Exponent of the mixed mode criteria (see remarks below)
T T:=Peak traction in normal direction
S S:=Peak traction in tangential direction

UND UND:=Ultimate displacement in the normal direction

 

UTD UTD:=Ultimate displacement in the tangential direction
GAMMA GAMMA:=Additional exponent for Benzeggagh-Kenane law (default = 1.0)

The parameters in the Mat 138 material card are determined based on the following 
tests. [5] Figure 5 shown fracture modes. The test standards necessary to determine the 
properties of CZM show in Figure 6

➢ The K and T values in the material model are determined from the tensile
separation curve.

Figure 5 Fracture Modes

Figure 6 CZM material tests

➢ Tensile Test: This test is described in ASTM E8/E8M-22 standard and
determines the elastic modulus and Poisson ratio.

➢ Thick Adherend Lap Shear Test: This test is described in ASTM D5656 /DIN
EN 14869-2-ASTM D3165-07(2014) standard and determines the maximum
shear stress.

56 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



 

2.GENERAL PROPERTIES OF METHOD
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➢ Thick Adherend Butt Joint Test: This test is described in ASTM D5656 /DIN
EN 14869-2-ASTM D3165-07(2014) standard and determines the maximum
tensile stress.

➢ Tapered Double Cantilever Beam (TDCB) Test: This test is described in ASTM
D3433/ ISO 25217 standard and determines the mode I energy 𝐺𝐺𝐺𝐺.

➢ Tapered End Notch Flexure (TENF) Test: This test is described in ASTM
D3433/ ISO 25217 standard and determines the mode II energy 𝐺𝐺𝐺𝐺𝐺𝐺 [4]

Due to the high cost and requirement of specialized equipment to determine the 
properties of the adhesive material, the material properties were obtained from the study 
conducted by Richter et al. [6]. 

3.VERIFICATION OF FEA METHOD

In this study, 3M adhesive was used for bonding Ø70 composite tubes shown Figure 7.
The adhesive application was performed by using standard application methods, and the 
adhesive thickness was set to approximately 0.2 mm. The maximum torque that can be 
withstood by adhesive-bonded composite tubes is determined by applying torque from the test 
machine.

Figure 7 Composite Tube Static Test 

Upon examination of the fracture surface, it was determined that the failure occurred 
through the composite tube. The adhesive was found to withstand a maximum torque of 6920 
Nm. After calibration analysis with numerical simulations, the objective was to validate these 
experimental results by using CZM through the Ansys LS-Dyna explicit solver [7]. With this 

 

modeling approach, possible problems such as damage and delamination in the adhesive 
structure can be observed. The analysis model in Figure 8 shows that the model is fixed from
the blue surface and the system subjected to torque from the red surface.

Figure 8 CZM Analysis Model

Figure 9 shows the CZM analysis model.The gray component in the Figure 9 represents 
the CZM element, with the material assigned as Mat 138. The analysis was terminated upon 
failure of the elements.

Figure 9 CZM shown on model

Adhesive element 
(CZM) 
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After the analysis performed by using the Ls-Dyna program, it was determined that the 
adhesive failed under 14,850 Nm torque, which was higher than the previous value of 6,920 
Nm. The simulation results were highly consistent with the experimental data.

Using the CZM element parameters determined through analysis and testing 
verification, iterative analyses were performed for the tube with Ø100 outer diameter. In these 
analyses, the adhesive thickness was kept constant and analyses were performed based on the 
application surface lenght of the adhesive. Figure 10 shows the length of the CZM element as 
“L”. The thickness is shown as “t”.

Figure 10 CZM model iterative analysis parameters

Figure 11 Iterative analysis result

According to the analysis results shown in Figure 11, increasing the length of the 
adhesive also increases the torque capacity that the adhesive can withstand, since it increases 
the bonding surface area. This study demonstrates the effects of parameters such as adhesive 
thickness, adhesive length, and bonding surface profile on the torque carrying capacity.

L 
t 

 

4. RESULT

Analyses conducted using the CZM model and FEA method provide important 
information about the durability of the composite tube bonding process. These analyses 
determine how stresses and deformations occur on the surface of the tube adhesive and how 
much stress the tube is subjected during movement on the adhesive. This information is 
important for selecting the appropriate adhesive and performing the bonding process 
correctly. 

Test results have shown to be consistent with numerical analysis results. Parameters 
such as adhesive length required for the bonding application of the Ø100 tube were 
determined using CZM modeling. This method enables the correct evaluation of the durability 
of bonded composite tubes and helps to make the bonding process more robust and reliable.
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Abstract 

Brain tumors, which are caused by irregular proliferation of cells in the central nervous 
system, can be diagnosed from images obtained with Magnetic Resonance Imaging (MRI) 
technique. The accuracy and speed of early diagnosis can be increased with computer-aided 
diagnostic systems. There are systems proposed for brain tumor detection in order to 
accelerate and support the decision process of experts. Deep learning or machine learning 
based methods are proposed with MRI image data. However, large datasets cannot be created 
due to data privacy concerns in the medical field and the need for ethics committee approval 
when creating a dataset. In the present study, augmentation techniques were applied to a 
dataset consisting of 247 MRI images. A hybrid system is proposed for classification. A pre-
trained AlexNet model is used as a deep feature extractor. The extracted features are classified 
by Linear Discriminant Analysis (LDA). With the AlexNet+LDA method, 83%, 89% and 
92% success rates were obtained for the original dataset, 3-fold and 6-fold increase in the 
number of data, respectively.

Keywords: Brain Tumor Detection; Data Augmentation; Machine Learning; Classification; 

CAD.

1.INTRODUCTION

Brain tumors, of which there are two types, benign and malignant, are caused by 
irregular growth of cells in the central nervous system. Tumors are classified according to the 
appearance of the cells in the brain. If the cells look normal, they are called benign, and if 
they look abnormal, they are called malignant [1]. Different imaging techniques are used to 
detect brain tumors. These are Computed Tomography (CT) and Magnetic Resonance 
Imaging (MRI).

With early detection of the disease, irregular growth of cells can be prevented. However, 
personal experience comes to the fore when diagnosing the disease from the images obtained 

with CT and MRI. Computer-aided diagnosis systems have been proposed in the literature for 
faster and more accurate detection of malignant tumors in the brain [1]. 

Image classification, which is current and popular in the field of computer vision, is a topic 
that researchers have been working on for the last 20 years and still has insurmountable 
challenges. There are several important factors that affect the performance of image 
classification problems. In order to improve the classification performance, researchers have 
been continuing their efforts. 

In recent years, with the development of deep learning and machine learning methods, studies 
on early detection of diseases have also been carried out [2,3,4]. Machine learning methods 
and deep learning methods are frequently used in the literature in brain tumor classification 
for early detection of malignant brain tumors. In the study proposed by Deepa et al. [5], a 
hybrid machine learning method was used. Image fission is used to detect irregular cell 
growths from MRI images. Image segmentation was performed to estimate the boundaries of 
malignant tumors. An accuracy of 88.3% was achieved with the proposed method. [6] 
proposed a hybrid method. Classification was performed by combining convolutional neural 
networks (CNN) and support vector machine (SVM). The overall accuracy of the hybrid 
ESA-DVM was obtained as 98.49%. In the study proposed by Deepak et al. [7], the softmax 
layer of ESA was not used and the features obtained were classified by SVM. In the study 
using Figshare dataset, an accuracy of 95.82% was obtained. In another study conducted with 
MRI images, Machhale et al. [8] used SVM, k-Nearest Neighborhood and SVM-KEK hybrid 
classifier. In the study, the highest accuracy rate was obtained in the hybrid classifier with 
98%.  

When performing classification with deep learning methods, a large number of labeled 
training data is needed to train the model. There is a direct relationship between the 
classification performance of the model and the size of the dataset. However, it is also an 
important criterion that the dataset to be used during training is regularly parsed. 

Deep learning methods are widely used in the medical world in many fields such as radiology, 
radiotherapy, pathology, ophthalmology, dermatology. However, since the data is largely 
protected due to privacy concerns, ethics committee approval is required for the studies to be 
carried out. This is an important challenge for deep learning applications planned to be 
realized in the field of healthcare. In cases where access to sufficient data is not provided, 
most classification problems cannot be solved.  

In this study, a hybrid system is proposed to detect the type of brain tumor. The "Brain MRI 
Images for Brain Tumor Detection" dataset, which is openly available on Kaggle, is used in 
this study. The proposed system uses AlexNet, an ESA model trained with ImageNet dataset. 
Due to the high success rate obtained in the ImageNet dataset, which consists of image data, 
the AlexNet model was preferred for feature extraction from MRI images. After deep feature 
extraction, the resulting feature matrix was classified by Linear Discriminant Analysis (LDA). 
In order to increase the system performance, the dataset was increased by 3 and 6 times with 
affine transformations. The classification performance of the hybrid system is analyzed in 
detail for all cases. 
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using Figshare dataset, an accuracy of 95.82% was obtained. In another study conducted with 
MRI images, Machhale et al. [8] used SVM, k-Nearest Neighborhood and SVM-KEK hybrid 
classifier. In the study, the highest accuracy rate was obtained in the hybrid classifier with 
98%.  

When performing classification with deep learning methods, a large number of labeled 
training data is needed to train the model. There is a direct relationship between the 
classification performance of the model and the size of the dataset. However, it is also an 
important criterion that the dataset to be used during training is regularly parsed. 

Deep learning methods are widely used in the medical world in many fields such as radiology, 
radiotherapy, pathology, ophthalmology, dermatology. However, since the data is largely 
protected due to privacy concerns, ethics committee approval is required for the studies to be 
carried out. This is an important challenge for deep learning applications planned to be 
realized in the field of healthcare. In cases where access to sufficient data is not provided, 
most classification problems cannot be solved.  

In this study, a hybrid system is proposed to detect the type of brain tumor. The "Brain MRI 
Images for Brain Tumor Detection" dataset, which is openly available on Kaggle, is used in 
this study. The proposed system uses AlexNet, an ESA model trained with ImageNet dataset. 
Due to the high success rate obtained in the ImageNet dataset, which consists of image data, 
the AlexNet model was preferred for feature extraction from MRI images. After deep feature 
extraction, the resulting feature matrix was classified by Linear Discriminant Analysis (LDA). 
In order to increase the system performance, the dataset was increased by 3 and 6 times with 
affine transformations. The classification performance of the hybrid system is analyzed in 
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2.GENERAL PROPERTIES OF METHOD

A hybrid system is proposed to classify whether a brain tumor is benign or malignant. 
In the study, the data set was increased by 3 and 6 times with affine transformations. 
Applications are performed with the original and augmented datasets and the results are 
analyzed comparatively. Feature matrices are obtained from the fully connected "fc8" layer of 
the AlexNet model and classified with LDA, one of the machine learning algorithms. The 
block diagram of the proposed system is presented in Figure 1.

Figure 1: Block diagram of the proposed system.

The dataset used in the study is taken from Kaggle, which is available as open source for 
research and development of projects. The Kaggle dataset "Brain MRI Images for Brain 
Tumor Detection" is a dataset of brain MRI images that can be used for brain tumor detection. 
The dataset consists of healthy and tumor brain MRI images. Figure 2 shows sample images 
from the dataset.

(MRI of a healthy brain) (MRI of brain with tumor)
Figure 2: Sample images from the dataset.

The process of increasing the number of samples by multiplying the existing data in the 
datasets using various techniques is called Data Augmentation. By performing data 
augmentation on small-sized datasets that do not contain class imbalance, it is possible to 
increase the classification performance of the model to be used [9]. In the literature, data 
augmentation is performed with traditional methods or Gravity Adversarial Generating 
Networks (GAN). 

Traditional methods applied to training data to improve performance are called affine image 
transformations. These include horizontal and vertical rotation, mirroring, scaling, panning, 
shifting, cropping and combinations thereof. They are fast, reliable and easy to integrate [9].

In 2012, the AlexNet model created by Alex Krizhevsky, Ilya Sutskever and Geoffrey Hinton 
won first place in an image classification competition on the ImageNet dataset. The AlexNet 
model is an 8-layer ESA. It consists of 5 convolution layers, 2 maximum pooling layers and 3 
fully connected layers. The model uses ReLU activation function, normalization layers and 
dropout techniques to solve the overlearning problem [10]. By performing transfer learning, 
1000-valued feature vectors were obtained from the fc8 fully connected layer of the model. 

The feature vectors were classified with the LDA algorithm. In the algorithm, the mean and 
covariance matrix are calculated for each class in the dataset. Then the discriminant function 
is defined for each class and the feature vectors are evaluated. The class with the highest value 
is determined as the class of the feature vector [11]. With the LDA algorithm, the average 
difference between the data is maximized in order to achieve maximum classification 
accuracy.

Cross-validation technique was used to evaluate the performance of the classification model. 
Cross-validation is a technique that is used to prevent overlearning when the size of the 
dataset is small and to evaluate the performance of the model [12]. In this study, the dataset 
was divided into 10 parts, the model was trained with each of these parts and tested with the 
test data consisting of the other parts. The performance of the classification model was 
calculated by averaging the results obtained from the use of each part. 

Performance metrics are used to evaluate the performance of the classification model and 
compare it with other models. True Positive (TP), True Negative (GN), False Positive (FP) 
and False Negative (FN) values are obtained by comparing the correct class label with the 
predicted class label. Different performance metrics are obtained with the TP, TN, FP and FN
values that make up the complexity matrix. In this study, accuracy, precision, sensitivity, 
specificity and ROC curve were used as performance metrics. Table 1 shows the performance 
metrics used.
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The dataset consists of healthy and tumor brain MRI images. Figure 2 shows sample images 
from the dataset.

(MRI of a healthy brain) (MRI of brain with tumor)
Figure 2: Sample images from the dataset.

The process of increasing the number of samples by multiplying the existing data in the 
datasets using various techniques is called Data Augmentation. By performing data 
augmentation on small-sized datasets that do not contain class imbalance, it is possible to 
increase the classification performance of the model to be used [9]. In the literature, data 
augmentation is performed with traditional methods or Gravity Adversarial Generating 
Networks (GAN). 

Traditional methods applied to training data to improve performance are called affine image 
transformations. These include horizontal and vertical rotation, mirroring, scaling, panning, 
shifting, cropping and combinations thereof. They are fast, reliable and easy to integrate [9].

In 2012, the AlexNet model created by Alex Krizhevsky, Ilya Sutskever and Geoffrey Hinton 
won first place in an image classification competition on the ImageNet dataset. The AlexNet 
model is an 8-layer ESA. It consists of 5 convolution layers, 2 maximum pooling layers and 3 
fully connected layers. The model uses ReLU activation function, normalization layers and 
dropout techniques to solve the overlearning problem [10]. By performing transfer learning, 
1000-valued feature vectors were obtained from the fc8 fully connected layer of the model. 

The feature vectors were classified with the LDA algorithm. In the algorithm, the mean and 
covariance matrix are calculated for each class in the dataset. Then the discriminant function 
is defined for each class and the feature vectors are evaluated. The class with the highest value 
is determined as the class of the feature vector [11]. With the LDA algorithm, the average 
difference between the data is maximized in order to achieve maximum classification 
accuracy.

Cross-validation technique was used to evaluate the performance of the classification model. 
Cross-validation is a technique that is used to prevent overlearning when the size of the 
dataset is small and to evaluate the performance of the model [12]. In this study, the dataset 
was divided into 10 parts, the model was trained with each of these parts and tested with the 
test data consisting of the other parts. The performance of the classification model was 
calculated by averaging the results obtained from the use of each part. 

Performance metrics are used to evaluate the performance of the classification model and 
compare it with other models. True Positive (TP), True Negative (GN), False Positive (FP) 
and False Negative (FN) values are obtained by comparing the correct class label with the 
predicted class label. Different performance metrics are obtained with the TP, TN, FP and FN
values that make up the complexity matrix. In this study, accuracy, precision, sensitivity, 
specificity and ROC curve were used as performance metrics. Table 1 shows the performance 
metrics used.

657th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



Table 1. Performance metrics

Accuracy 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹

Precision 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

Sensitivity 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

Specificity 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

3.APPLICATIONS

All experiments were performed in MATLAB R2019B environment with 1.5 GHz 
Intel Core CPU, 8 GB RAM and NVIDIA GeForce MX330 graphics card. The Classification 
Learner tool designed for data analysis applications in MATLAB was used. This tool allows 
users to create classification models. It also provides various graphs and metrics to evaluate 
the performance of the models.

In the study, the original data set was first increased 3 times and then 6 times and the 
classification performances were evaluated. Figure 3 shows some examples of images 
reproduced using conventional transformations, Figure 4 shows the class distributions of the 
datasets, and Table 2 shows the parameters and values used for the affine transformation.

Figure 3: Examples of synthetic images resulting from affine transformations.

Figure 4: Class distributions of the data sets.

Table 2: Parameters used in the data augmentation method.

Parameters Value

Rotation range 10

Width shift range 0.1

Height shift range 0.1

Shear range 0.1

Brightness range (0.3, 1.0)

Horizontal flip True

Vertical flip True

AlexNet, one of the ESA models, was preferred to obtain the features of the input data. Using 
the weights of the pre-trained model, 1000 features were obtained for each input data from the 
fc8 fully connected layer. 

In the classification stage, LDA, one of the machine learning algorithms, was used. Figure 5 
shows the complexity matrices and ROC curves of the classification models trained with 10-
fold cross validation. The accuracy, precision, sensitivity and specificity values used for 
performance evaluation are presented in Table 3.
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Shear range 0.1

Brightness range (0.3, 1.0)
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AlexNet, one of the ESA models, was preferred to obtain the features of the input data. Using 
the weights of the pre-trained model, 1000 features were obtained for each input data from the 
fc8 fully connected layer. 

In the classification stage, LDA, one of the machine learning algorithms, was used. Figure 5 
shows the complexity matrices and ROC curves of the classification models trained with 10-
fold cross validation. The accuracy, precision, sensitivity and specificity values used for 
performance evaluation are presented in Table 3.
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Figure 5: Confusion matrices and ROC curves of the classifiers.

Table 3: Performance metrics for the original and augmented data sets.

TP TN FP FN Accuracy Precision Sensitivity Specificity

Original Data 
Set

134 71 21 21 0.83 0.86 0.86 0.77

3x Increased 
Data Set 

421 241 35 44 0.89 0.92 0.91 0.87

6x Increased 
Data Set

860 501 51 70 0.92 0.94 0.92 0.91

Considering the results presented in Figure 5, 83% success was achieved with the 
original dataset, 89% when the number of data was increased by 3 times, and 92% when the 
number of data was increased by 6 times. It is observed that the success of the classifier 
increases with the increase in the size of the dataset.

4.CONCLUSIONS

In this study, a hybrid classification system is proposed to support expert opinions for 
brain tumor diagnosis. In classification problems, the size of the dataset is an important 
criterion that affects the success. However, some difficulties are encountered when creating 
large datasets in the health field. These are data privacy concerns and the need for ethics 
committee permission. In the proposed system, the size of the dataset is increased by 3 and 6 
times using affine transformations in order to avoid these difficulties and increase the 
p9532erformance of computer-aided diagnosis systems. The features of the images in the 
dataset consisting of MRI images are obtained with AlexNet, one of the state-of-the-art ESA 
models. The weights of the pre-trained AlexNet model were used and 1000-valued feature 
vectors were obtained from the fully connected layer named "fc8". The features belonging to 
the original dataset and the datasets obtained by augmenting with basic affine transformations 
were classified with LDA, one of the machine learning algorithms. In the classification phase, 
the performance of the model was evaluated by 10-fold cross-validation. Performance metrics 
such as complexity matrix, ROC curve, accuracy, specificity, sensitivity and precision were 
obtained and the performance of the models were compared. In the results obtained, an 
increase in classification performance was observed with the increase in the size of the 
dataset. When the original dataset is used, 83% accuracy is obtained, 89% accuracy is 
obtained when the number of data is increased 3 times, and 92% accuracy is obtained when 
the number of data is increased 6 times. The performance of the proposed hybrid system 
increased by 9% in the best case due to the increase in the amount of data. In future studies, it 
is thought that the performance improvement provided by affine transformations can also be 
achieved by generating realistic images with adversarial generating networks.
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Abstract 

Deep learning (DL) methods have become a popular approach in recent years to detect 
and classify complex patterns in large data sets. The use of DL techniques in the food industry 
is also increasing. These techniques are used in areas such as determination of food quality, 
production efficiency, food diversity and disease prevention. Grape leaf classification is also a 
very important problem in this field. Knowing the type of leaf is of great importance for vine 
leaf producers. Since the leaves are similar to each other, the types are mixed with each other 
and this causes the wrong product harvest. Accurate classification of grapevine leaves can 
contribute to plant taxonomy and morphology. At the same time, the correct determination of 
the grape species sheds light on plant phylogenetic studies. In this study, the correct 
classification of vine leaves has been achieved by using deep learning methods. The dataset 
consisting of 500 publicly available images was transformed into a dataset consisting of 2500 
grape leaf images by applying different image enhancement techniques. Vine leaves were 
classified using convolutional neural network (CNN) based deep learning architectures and 
the accuracy performances of the models were evaluated. RestNet50, MobilNet, DenseNet 
and VGG19 architectures were each trained for 160 and 80 epochs. Results were examined
based on criteria such as F1 score, accuracy, precision and recall. The highest accuracy rate 
was found to be 96.60% using the ResNet50 architecture. The results show that all 
architectures showed high performance in grape leaf classification. The application of DL in 
agricultural image analysis has offered a new perspective for rapid and accurate identification 
of grapevine species.
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1. INTRODUCTION

Technology and artificial intelligence (AI) are among the most rapidly developing and 
impressive fields of today. The increase in humanity's computing power contributes greatly to 
the development of these fields. Healthcare [1], finance [2], e-commerce [3] and automotive 
sectors [4] have undergone a major transformation thanks to AI [5]. The rapid development of 
technology enables the development of AI applications in these sectors. 

Technology deep learning relationship is a prominent method among artificial intelligence 
technologies. Based on artificial neural network (ANN) structure, DL is a machine learning 
method that can perform complex operations on large data sets. It is especially used in areas 
such as image [8], natural language [9], voice [10] and game playing [11-12]. Deep learning 
architectures perform these classification processes very quickly with the developing 
technology.  

The use of DL techniques in the food industry has been increasing in recent years [13]. These 
techniques are especially used in areas such as food quality determination, production 
efficiency, food safety and disease prevention [13]. For example, in food image processing 
applications, deep learning models can be used to perform quality control of food [14]. 
Another important application in the food industry is food safety and prevention of foodborne 
diseases [15]. Deep learning algorithms can identify potential risks in the food production 
process and can be used to detect and prevent foodborne diseases [15]. In recent years, deep 
learning techniques and artificial intelligence algorithms have emerged as an alternative 
method for plant disease diagnosis and classification [7]. 

The grapevine plant is a widely cultivated grape species worldwide [6]. However, various 
diseases and inaccurate identification of grapevine grape species can adversely affect the 
growth and productivity of grapevine leaves. Traditionally, plant species identification and 
classification has been carried out by visual inspection under human supervision. However, 
this method is slow, costly and can sometimes produce inaccurate results. At the same time, it 
is also important to select the right crop according to the nature of the soil and the region. 
Therefore, timely stacking and correct sorting of vine leaf species is important for plant health 
and productivity.  

Studies in the literature [16-28] show that deep learning techniques are an effective method 
for detecting and classifying plant species and diseases in the agricultural sector. This 
technology helps to detect plant diseases faster and more accurately and to protect plant 
health. 

The main contributions of this study are: 
 Accurate classification of grapevine leaf species can contribute to plant taxonomy

and morphology.
 Classification sheds light on plant phylogenetic studies.

 Accurate classification plays an important role in plant protection studies.

In this study, a data augmentation method is proposed for the classification of vine leaf 
images and the dataset is enlarged. Classification is performed using deep learning 
architectures with the obtained images.   

The following sections of this paper are as follows. Similar works in the literature and these 
works are tabulated in section 2. Information about dataset, data augmentation, deep learning, 
transfer learning, architectures used and performance metrics are given in section 3. The 
results obtained from the architectures used in the study are discussed within themselves and 
with other studies in the literature and given in section 4.  At the end, the conclusion of the 
study is given in section 5. 

2. LITERATURE REVIEW

In the literature, there are studies on grapevine leaf species identification, leaf disease 
classification, and detection of different species. In these studies, fast and accurate diagnostic 
methods have been presented to limit the spread of plant diseases and reduce production 
losses.  In the study of Nader et al. [16] on grape leaf disease classification, CNN, VGG-16, 
VGG-19 and Xception models are used with Plant Village (PV) dataset. Data augmentation 
methods such as rescale, rotation, horizontal flip, horizontal flip, zoom, etc. are used. By 
transfer learning to VGG and Xeption and training with ImageNet weight, a 99.82% success 
rate is obtained. 

Nagi and Tripathy [17] use vine leaf images from the PlantVillage dataset in their study. The 
dataset consists of 4 classes, 3 grapevine disease and 1 healthy class, and 3423 images. 
VGG16, VGG19, AlexNet, MobileNet and other pre-trained architectures are used in the 
study.  Training is done with 30 epochs with Adam optimization. MobileNet model 
classification accuracy is achieved 98.53% with 70% training and 30% testing rate. 

Balawi et al. [18] compared the accuracy of DL techniques to classify leaf images as healthy 
and diseased to improve the accuracy of this classification. By applying data augmentation 
method with data transformation like shifting, flipping, rotating, rotating, zooming methods, 5 
classes and a total of 1600 leaf images are obtained. In the study, the most successful 
architecture is VGG16 architecture with 87% success rate. 

Data augmentation methods were applied in the study of Li et al. [19] using VGG16, 
DenseNet, Resnet101, Resnet18 and Googlenet architectures. While there are 4200 images 
and 21 classes in the dataset of this study, a total of approximately 33600 images are obtained 
by applying data augmentation methods with transposition, rotation, translation (reflection) 
and Gaussian noise methods. The most successful architecture is Googlenet with a success 
rate of 97.4. 
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The main contributions of this study are: 
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and morphology.
 Classification sheds light on plant phylogenetic studies.

 Accurate classification plays an important role in plant protection studies.

In this study, a data augmentation method is proposed for the classification of vine leaf 
images and the dataset is enlarged. Classification is performed using deep learning 
architectures with the obtained images.   

The following sections of this paper are as follows. Similar works in the literature and these 
works are tabulated in section 2. Information about dataset, data augmentation, deep learning, 
transfer learning, architectures used and performance metrics are given in section 3. The 
results obtained from the architectures used in the study are discussed within themselves and 
with other studies in the literature and given in section 4.  At the end, the conclusion of the 
study is given in section 5. 

2. LITERATURE REVIEW

In the literature, there are studies on grapevine leaf species identification, leaf disease 
classification, and detection of different species. In these studies, fast and accurate diagnostic 
methods have been presented to limit the spread of plant diseases and reduce production 
losses.  In the study of Nader et al. [16] on grape leaf disease classification, CNN, VGG-16, 
VGG-19 and Xception models are used with Plant Village (PV) dataset. Data augmentation 
methods such as rescale, rotation, horizontal flip, horizontal flip, zoom, etc. are used. By 
transfer learning to VGG and Xeption and training with ImageNet weight, a 99.82% success 
rate is obtained. 

Nagi and Tripathy [17] use vine leaf images from the PlantVillage dataset in their study. The 
dataset consists of 4 classes, 3 grapevine disease and 1 healthy class, and 3423 images. 
VGG16, VGG19, AlexNet, MobileNet and other pre-trained architectures are used in the 
study.  Training is done with 30 epochs with Adam optimization. MobileNet model 
classification accuracy is achieved 98.53% with 70% training and 30% testing rate. 

Balawi et al. [18] compared the accuracy of DL techniques to classify leaf images as healthy 
and diseased to improve the accuracy of this classification. By applying data augmentation 
method with data transformation like shifting, flipping, rotating, rotating, zooming methods, 5 
classes and a total of 1600 leaf images are obtained. In the study, the most successful 
architecture is VGG16 architecture with 87% success rate. 

Data augmentation methods were applied in the study of Li et al. [19] using VGG16, 
DenseNet, Resnet101, Resnet18 and Googlenet architectures. While there are 4200 images 
and 21 classes in the dataset of this study, a total of approximately 33600 images are obtained 
by applying data augmentation methods with transposition, rotation, translation (reflection) 
and Gaussian noise methods. The most successful architecture is Googlenet with a success 
rate of 97.4. 
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In the study by Köklü et al. [20], a unique dataset is created and while there are 500 images in 
the dataset, 2500 images are obtained by applying data augmentation methods. Support vector 
machine (SVM) and DL methods were used in the study and 97.60 success was achieved with 
SVM Cubic.  

Alessandrini et al. [21] augmented 1770 images to 24,780 images using data augmentation 
methods in 2 classes (patient and healthy) dataset, collected for use in a research project. 
Images with 1280x720, 320x180 and 80x45 pixel sizes are trained and tested. The most 
successful test accuracy value using CNN architecture is 0.99448 at 320x180 pixel size. 

Hasan et al. [22] use KNN, SVM, Decision Trees, Artificial Neural Network (ANN), Linear 
Decomposition (LDA) models to classify diseases in Betel vine leaves. The dataset contains 
1350 images in 6 different classes (healthy leaves, black mosaic disease, spot disease, 
fusarium wilt disease, curly leaf disease, bacterial wilt disease) and data augmentation is 
applied using rotation, mirroring, cutting, brightness, contrast adjustment methods, which 
increases the original dataset approximately 4 times. The researchers primarily used color, 
shape and edge features. These features are related to the intensity of the pixels of the leaves 
in the RGB color spectrum, shape features (e.g., leaf length and width), edge features (e.g., 
the intensity of the pixels at the leaf edge). Gaussian filter and morphological operations are 
also used to filter and smooth the images obtained from the leaves. The highest accuracy rate 
of 97.5% was obtained with the KNN model.

Nasiri et al [23] covers a study using deep convolutional neural networks (CNN) to 
automatically classify grape varieties from leaf images. Using six different grape varieties 
grown in Iran, a dataset is created to automatically detect different features (e.g., color, shape, 
veining) on the leaves. The images were captured in different lighting conditions and from 
different angles, manually parsed and labeled. In the paper, data augmentation techniques are 
used to improve feature extraction and classification accuracy. The most successful model, 
VGG16, achieved 97.34% accuracy. 

In the classification of plant species and diseases, there are studies on the detection of 
different diseases. In [24], Kukreja et al. develop a model that identifies parsley leaf spot 
disease and classifies it for disease severity. This model is classifying 2000 image datasets 
including PLS infected images and healthy. This model achieved 99.5% classification 
accuracy, and as a result, this study shows that DL models can be used for parsley leaf spot 
disease detection. 

Rajiv et al. [25] work on the detection and classification of diseases in plant leaves. Their
dataset consists of 14,592 leaf images from the PlantVillage database with 38 different 
diseases, ranging from 350 to 1,501 images in each disease class. The dataset is collected 
from 2 different regions in India (Andhra Pradesh and Karnataka). The data processing 
process consists of input image acquisition, image preprocessing, segmented region detection 

and classification. SVM classifier used with GLCM features, and classification accuracy is 
96.65%.   

Savin and Hnatiuc [26] analyzed the color, structure and form of plant leaves using image 
processing techniques to identify the health benefits of plants by processing image data 
obtained from plant leaves. While 1009 images were used for species identification in the 
dataset, 7222 images for train and 1805 images used for validation in disease identification. A 
95% success rate is achieved using EfficientNet. It is emphasized in the study that the data 
obtained from plant leaves is a valuable resource for health improvement methods and image 
processing techniques are an effective tool for analyzing these data. 

Liu et al. [27] propose a method using deep learning and mobile devices to identify grape 
varieties using grape leaf images. In the study, a total of 4200 leaf images of 21 different 
species were obtained from the dataset, and by using various image processing techniques 
(adjusting the size of the dataset, rotating and resizing the images), dataset is reached 33600 
and includes approximately 1600 images for evey one grape leaf image classes. The 
GoogLeNet model outperforms the 99.91% success rate with 32 mini-batch sizes, 0.001 
learning rate and 80 max epoch tuning.  

Alkan et al [28] conducted a study on automatic detection of grape disease. The dataset 
consists of 10 classes and 100 images belonging to each class, 1000 images in total. The most 
successful hybrid study is AlexNet+TL with 92.5%. The general results of the literature 
studies and the methods used are shown in Table 1. 

Table 1. Literature Review
Method Result Total 

Image
Class/Total 
Visual

Description Data 
augmentation (+/-)

[16] VGG and Xeption %99.82 4062 4 / - +
[17] CNN %98,53 3423 4 / 3423 -
[18] VGG %87 - 5 / 1600 +
[19] Googlenet %97,4 4200 21 / ~33600 + 
[20] SVM Cubic %97.60 500 5 / 2500 + 
[21] CNN %99,44 1770 2 / 24.780 + 
[22] KNN %97.5 1350 6/~5400 + 
[23] VGG16 % 99.11 300 6/1200.060 + 
[24] CNN %99.5 2000 - -
[25] GLCM+SVM %96.65 14.592 38/14.592 -
[26] EfficientNet %95 1009 11/10.036 +
[27] GoogleNet %99.1 4200 21/33600 +
[28] AlexNet+TL %92.5 1000 10/1000 -
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3. GENERAL PROPERTIES OF METHOD

3.1.Dataset   

The vine leaf dataset created by Köklü et al. [20] was used in this study. The dataset was 
placed in a special box designed to be unaffected by external factors and equipped with 
lighting inside to prevent shadow formation. Prosilica GT2000C RGB camera with 2.2 
megapixel, 2048x2048 resolution, CMOS-type sensor with full resolution at a maximum 
frame rate of 53.7 fps was used in the study. The dataset contains 500 images of 512*512 size 
in 5 classes, 100 images from each class. There are five classes in the dataset: "Ak, Ala_Idris, 
Buzgulu, Dimnit and Nazli". Figure 1 shows the images of the vine leaf types in the dataset. 

Ak Ala_İdris Buzgulu Dimnit Nazli

Figure 1. Example images of grapevine leaf classes in the dataset 

3.2.Data Augmentation 

Data augmentation (DA) is a set of different methods used to increase the number of images. 
In this study, rotation, brightness, horizantal and zoom are used as data augmentation 
methods. The basic parameters of the methods used are given in Table 2. A total of 2500 
images are obtained with the data augmentation method. Each class is divided into 70% train, 
30% test, then 80% train and 20% test, the data distribution of each class is shown in Table 3.  

Table 2. Data Augmentation Parameters 
rotation_range 45

brightness_range 0.2-1.5
zoom_range 0.3

horizontal_flip Ture

Table 3. Dataset Data Distribution

Classes Dataset Train Test
Ak 70-30 350 150

80-20 400 100
Ala_İdris 70-30 350 150

80-20 400 100
Buzgulu 70-30 350 150

80-20 400 100
Dimnit 70-30 350 150

80-20 400 100
Nazli 70-30 350 150

80-20 400 100

An example of the DA methods used for each class is given in Figure 2. 

Orijinal Rotation Brightness Horizantal Zoom

Ak

Ala_İdris

Buzgulu

Dimnit

Nazli

Figure 2. Visuals of the data augmentation application process 
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3.3. Deep Learning 

Nowadays, artificial intelligence technologies are used in many fields and one of these 
technologies is DL. It is a machine learning method that can perform complex operations on 
large data sets [29]. It is especially used in areas such as image, language process, recognition 
and game playing [30]. 

DL is based on the artificial neural network (ANN) structure. An ANN consists of layers and 
each layer has different types of neurons. Data input is given to the first layer of the network 
and then inter-layer operations are performed. These operations change the weights and 
thresholds used to train and calculate the outputs. The network is trained iteratively to 
minimize the amount of error [12]. 

DL is a process consisting of data extraction feature, model building and prediction. In the 
model building phase, the structure, weights and thresholds of the network are determined, 
and in the prediction phase, the model processes the data and produces its outputs [29]. 
The advantages of DL is the ability to automatically extract features from data instead of the 
classical feature extraction process. In addition, deep learning can learn from data without the 
need for many predetermined rules and thus can be used in different fields [30]. 

3.4. Transfer Learning 

Transfer Learning (TL) refers to the use of a previously trained model in a new learning task. 
This technique allows the key features of a model acquired during the learning process to be 
used for a different task. For example, an image classification model can be used as pre-
trained and retrained for a different image classification task.  

Transfer Learning is particularly effective when working on large data sets. By using a pre-
trained model, high accuracy rates can be achieved even on a smaller dataset, making the 
learning process faster and less costly [31]. 

As a result, Transfer Learning is a highly effective technique to optimize the learning process 
and achieve better results using less data [32]. 

3.5. Architectures 

In the training phase, the architectures use the previously trained ImageNet weight file, while 
the models of the architectures are drawn from the tensorflow keras library. In the 
architectures used, softmax is used as the activation function and adam is used as the 
optimization algorithm. The reason for using softmax is that there are more than one class 
[30]. This algorithm changes the learning rate for each parameter like the other parameters. 
Adam optimization is very fast and performs subset merging very quickly [33]. 

3.5.1. DenseNet 

DenseNet is a dense convolutional neural network (CNN) architecture in which dense blocks 
are connected together. The main idea in this architecture is that each layer has access to the 
outputs of previous layers as input and its own output. This allows information to flow more 
efficiently and also allows the network to achieve higher accuracy with fewer parameters. 
The DenseNet architecture consists of two types of dense blocks: "BottleNeck" blocks and 
"Dense" blocks. BottleNeck blocks are used to provide a smaller number and smaller size of 
dense blocks with filters of smaller sizes and a predefined number of filters. Dense blocks are 
created with filters of larger size and a larger number of filters, where all layers are directly 
connected to each other, allowing the network to learn more extensive features. 
DenseNet also performs dimensionality reduction by using a type of layer called "transition 
layers", which reduces the size of the network and thus enables a faster training process [34]. 

3.5.2. MobileNet 

MobileNet is a lightweight CNN architecture designed for mobile devices. The main idea of 
the architecture is to create a lighter model with operations and few parameters. The 
MobileNet architecture uses a structure called "depthwise separable convolutions". In this 
structure, the "depthwise convolution" operation is first performed on the depth channels. 
Then, as in standard convolutions, filters are applied separately for each of these channels. In 
this way, a lighter architecture is achieved and at the same time, a faster model is obtained 
because less data needs to be processed. The MobileNet architecture has a number of 
variations that include models of different depths. These variations can be chosen to suit 
different application scenarios. 

MobilNet is a popular architecture in the field of DL and is specifically designed for fast and 
efficient object recognition and classification on mobile devices. Unlike other deep learning 
architectures, MobilNet has a lightweight convolution-based architecture, which is mainly 
used in feature extraction functions. This architecture uses fewer parameters and performs less 
computation, so it works faster on mobile devices [35]. 

3.5.3. ResNet50 

ResNet50 is a Convolutional Neural Network (CNN) model built in 50 layers. This model 
uses Convolutional (Conv) layers stacked one after the other, with a "Residual Block" 
between every two Conv layers. These blocks are a kind of connection that allows the 
learning process in each layer to work better. These connections also reduce the problem of 
"overfitting" in the training of deeper networks. 

The ResNet50 model does not use Fully Connected (FC) layers in its final layers. Instead, the 
feature maps from the final Conv layer are connected to a Global Average Pooling layer, 
which is then combined with an FC layer used for classification [36]. 
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3.5.4. VGG19 

VGG19 is a CNN model with 19 layers. Most of these layers contain filters of size 3x3 and 
use successive Convolutional (Conv) layers and several max-pooling layers. These layers 
reduce the size of the input image and are then connected to several fully connected (FC) 
layers. The FC layers are used for the classification process. 

VGG19, like previous VGG models, has an extremely simple and regularized structure. For 
this reason, it is frequently used, especially in TL methos [37]. In this method, the VGG19 
model is loaded with a pre-trained set of weights and used to solve an image classification 
problem. 

3.6. Performance Metrics 

Some performance metrics are used to determine the success of the study. These metrics have 
their own calculation methods and are shown in Table 4. 

Table 4. Performance Metric Formulas 

Another performance metric is the complexity matrix. The complexity matrix is calculated as 
shown in Figure 3. 

Figure 3. Confusion Matrix 

4. APPLICATIONS

Grapevine Leaves Image Dataset data was preprocessed, and the images obtained as a result 
of data augmentation were trained and tested on 4 different models. In order to observe the 
performance changes of the architectures and to obtain the best results, training and test sets 
divided into different ratios were used. The first split dataset was 70% training - 30% testing, 
the second split dataset was 80% training - 20% testing. Each architecture was run for 80 and 
160 epochs. As a result of the training and testing, the success rates were compared and the 
split dataset with 75% success rate was taken as reference. Confusion matrices and 
performance metrics were obtained for each model for the training and test results according 
to the reference dataset. Performance evaluations of the models were made according to the 
metrics obtained. 

The confusion matrix and accuracy-loss graphs of the training and test results at 80 and 160 
epochs for the DenseNet architecture are shown in Figure 4 and Figure 5. It can be said that 
the DenseNet architecture is more successful in classifying the leaf images in the Nazli class 
at 80 epochs, while it is less successful in classifying the leaf images in the Buzgulu class. 
According to the classification success, Nazli > Ala_Idris > Ak > Dimnit > Buzgulu.  When 
160 epochs are run, the success rate in classifying Nazli class decreases while the success rate 
in classifying other classes increases. While Ala_Idris class ranks 2nd in success rate at 80 
epochs, it gives the best success rate at 160 epochs. 

Figure 4. DenseNet 80 Epoch 

Figure 5. DenseNet 160 Epoch 
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3.5.4. VGG19 
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Figure 3. Confusion Matrix 
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The confusion matrix and ROC curves of the test results of the training at 80 and 160 epochs 
in the study with MobileNet architecture are shown in Figure 6 and Figure 7.

Figure 6. MobileNet 80 Epoch

Figure 7. MobileNet 160 Epoch

MobileNet gives a 91% success rate when classification is performed with 160 epochs. On a 
class basis, the lowest success rate is 79%, while the success rate of the majority is 90% and 
above. It can be said that the study with MobileNet architecture is successful. The classes with 
the most successful classification are Dimnit and Buzgulu. 

ResNet50 architecture is the most successful classification algorithm in this study with a 97% 
success rate. There is no big difference between 80 and 160 epochs. While the worst classified 
class is Buzgulu with 92% and 94% success rates, the success rate is the same with the most 
successful class of MobileNet architecture. As a result of the observations, it is said that the 
classification of the Buzgulu class is also successful. The test results of the training with 
ResNet50 architecture at 80 and 160 epochs are shown in Figure 8 and Figure 9 with 
confusion matrix and graphs. 

Figure 8. ResNet50 80 Epoch 

Figure 9. ResNet50 160 Epoch 

In the study with the VGG19 architecture, the confusion matrix and ROC graphs of the test 
results of the training at 80 and 160 epochs are shown in Figure 10 and Figure 11. 

Figure 10. VGG19 80 Epoch 
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Figure 11. VGG19 160 Epoch

The VGG19 architecture is the 2nd most successful architecture in this study with a success 
rate of 95%. The Nazli class achieved the highest accuracy value with a success rate of 99%. 

Table 5 shows the results of the tests with all architectures and data sets. 
Table 5. Performance Metrics 

Architecture Dataset Epoch Precision Recall F1 Score Accuracy

DenseNet
70-30 80 0,6940 0,7580 0,6500 0,6920

160 0,6720 0,7640 0,6180 0,6720
80-20 80 0,6040 0,7200 0,5680 0,6044

160 0,7860 0,8280 0,7860 0,7860

MobileNet
70-30 80 0,8800 0,8820 0,8800 0,8813

160 0,9040 0,9060 0,9060 0,9053
80-20 80 0,8900 0,8900 0,8880 0,8900

160 0,9140 0,9140 0,9140 0,9140
ResNet50 70-30 80 0,9540 0,9580 0,9540 0,9547

160 0,9660 0,9640 0,9640 0,9640
80-20 80 0,9520 0,9540 0,9520 0,9520

160 0,9660 0,9660 0,9660 0,9660
VGG19 70-30 80 0,9180 0,9220 0,9160 0,9173

160 0,9340 0,9340 0,9320 0,9347
80-20 80 0,9500 0,9520 0,9500 0,9500

160 0,9460 0,9460 0,9460 0,9460

In the results of the study, the lowest success rate belongs to DesneNet, while ResNet50 is the 
most successful classification architecture in the study with a success rate of 0.9640. When 
we look at the studies conducted with different epochs in the same dataset, it is observed that 
as the epoch increases, the success rate increases in MobileNet, ResNet50 in both split 
datasets. On the other hand, in the VGG19 architecture, it is observed that the success rate 
decreases when the number of epochs increases in the dataset divided into 80% training and 
20% test.  

Accordingly, the most successful result among the 4 different architectures is given by the 
Resnet50 architecture, which achieves a 96.60% success rate with 160 epochs, divided into 
80% training - 20% testing. 

When the study is compared with other studies in the literature, the data augmentation method 
is frequently used as in the study. According to the research, the same and similar methods are 
used with the data augmentation methods in other studies. One of the common features of the 
study with the dataset [20] and the current study is that the DA method uses methods such as 
scaling translation and rotation, while the current study uses rotation, brightness, zoom 
horizontal methods. In addition, different deep learning architectures were applied at different 
epoch rates in this study. While Köklü et al. achieved 97.60% success with SVM cubic [20], 
the current study achieves 96.60% success with ResNet50. As a result of the study, the 
training and test results of the dataset separated as 80% training and 20% test give higher 
results in general. While Nader et al. achieved 99% success using VGG19 in the classification 
of grapevine leaf diseases, maximum 95% success was achieved in this study. While training 
with 10 epochs, the accuracy values increased rapidly in the 2nd epoch. When we look at the 
classification reports on a class basis, half of them show that they are one hundred percent 
correct. While keeping the number of epochs of these values low, the classes gave such high 
success. In another study [23], VGG16 gives the most successful result 97.34%. In another 
study, 97.5% success is achieved with VGG19 [17], while in another study, 87% success is 
achieved using VGG16 [18].In this study, the highest accuracy value of 95% was achieved 
with the VGG-19 algorithm. When the studies were analyzed, it was seen that data 
augmentation methods and the number of epochs affect the accuracy values. 

5. CONCLUSIONS

This study aims to evaluate the performance of different deep learning architectures for 
grapevine leaf classification after data augmentation methods. RestNet50, MobilNet, 
DenseNet and VGG19 were trained for 160 and 80 epochs each. The dataset was split in two 
different ways: 70% training - 30% testing and 80% training - 20% testing. Each architecture 
was trained and tested separately for each partition. The results were evaluated based on 
metrics such as accuracy, precision, recall and F1 score. The results show that all architectures 
show high performance in the classification of vine leaves. The highest accuracy was 
achieved using the ResNet50 architecture for 160 epochs on a dataset divided into 80% 
training and 20% testing.  

These results show that deep learning architectures can be successfully used to classify vine 
leaf types. However, future studies aim to test the results with larger datasets and more deep 
learning architectures to improve the accuracy. 

This study shows that deep learning methods can be successfully used for grapevine leaf 
classification and can provide a basis for future studies. 
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Introduction 
The first mathematical concept of fractal was discovered in 1861. Karl Weierstrass, while 

investigating the changes on a curve that is continuous but not differentiable at any point, 

that is, consisting of corner points, was shaken by the opinion that no rate of change 

could be found at any point. Weierstrass used the word fractal for the first time for this 

kind of curves.

The first fractal studied in terms of mathematics is the Cantor Clause. Cantor (1845-

1918) was a German mathematician who, while at the University of Halle, founded one 

of the fundamental subjects of mathematics and what is now called Sentence Theory.

The first work on the Cantor sentence was published in 1883 [G. Cantor, Über Unen-

dliche, lineare punktmannigfaltigkeiten V, Mathematische Annalen 21 (1883) 545-591]

and some specific sentences are cited as examples. The Cantor sentence is an example of 

a perfect subordinate clause that is nowhere condensed. In the historical development of 

fractals, fractals created by mathematicians such as Cantor, Sierpinski, Von Koch, Peano 

are called mathematical monsters. In the garden of mathematical monsters or when the 

first fractals appear, the Cantor sentence is quite important, although less ostentatious in 

appearance and more naturalistic interpretation than the others. It is seen that Cantor's 

sentence plays an important role in many areas of mathematics, especially in Chaotic 

Dynamical Systems, and is a necessary model for many fractals (like Julia sentences).
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We see bright, strange, beautifully shaped objects around us. These are called fractals. 

What are these really? There is a lot of information about fractals on the Internet, but 

most of this information is about either beautiful illustrations or high-level mathematical 

concepts. Therefore, we can say with an easily understandable expression that fractals are 

objects with strange pictures, mathematical objects. Most of the math we encounter in 

school is outdated knowledge. For example, the circles, quadrilaterals and triangles we 

encounter in geometry date back to BC. It was introduced by Euclid in the 300th BC. 

However, Fractal Geometry is rather new. Research on fractals by mathematicians has 

begun in the last 25 years.(7)

Fractals, the word created by Benoit Mandlebrot from the Latin word fractus means 

broken or uneven.  The term fractal itself means a geometrical or physical structure that 

has an irregular and fragmented shape.  Throughout history, philosophers, 

mathematicians, and physicists have tried to observe and explain these reoccurring 

patterns in nature.  As a result, the definition for Fractals has been simplified and 

developed over the years, starting with Gottfried Leibniz in the 17th Century to 

Mandelbrot in the 1970s. This research will involve how fractals are defined, the history 

of fractals, different types of fractals, famous equation for fractals and applications in

nature, life, and science research.

1.What is Fractal
Fractals can be known as art, but it is a special kind of art.  When observed, the image of 

a fractal displays self-similarity on all scales.  It doesn't have to exhibit exactly the same 

structure at all scales but the same type of structures should appear on all scales. 

All fractals can be defined by characteristics.  These characteristics determine if it is a 

fractal or not. One, a fractal must be made on an iterative process which means to repeat 

again and again.  Two, a fractal has to be infinitely complex, meaning it must have a set 

of values that have no bound.  When magnified, it shows signs of self-similarity therefore 

proving it goes on infinitely.  Three, the subsets of a fractal should be similar to the 

original quantity or figure. Four, the dimension of a fractal is typically a non-integer and 

hence, non-integer complexity.  This means its dimensions are usually not defined by 

regular numbers such as ....-3,-2, -1, 0, 1, 2,3,.. and so forth.  Five, a fractal is too 

 

 

irregular to be proven by Euclidean geometric language.  Finally, it has a simple and 

recursive definition, meaning it is characterized by recurrence or repetition.  These 

characteristics define a fractal.  

2. The Root and Phases of the Fractal
The history of fractals took many twists and turns in its progress of becoming what it is 

today.  It grew with each individual mathematician.  Leibniz did in fact research this new 

concept of recursive self-similarity, although he was very mistaken that a straight line 

was self-similar.  This idea was further taken by Karl Weierstrass in 1872.  He gave an

example of a function such as f(x) =*an*cos(bn)*(pi)*(z) 

which could be everywhere and continuous on a graph but it is not capable of obtaining 

the derivative or original value, meaning that the value of z changes after the function 

repeats itself.

In 1904, Helga von Koch elaborated Weirstrass's abstract and analytical definition, 

thereof making his geometric definition of a function similar to Weirstrass's original 

function.  His function was later called the Koch snowflake.  In 1915, Waclaw Sierpinski 

followed the ideas of Koch and created his Triangle and Carpet.  Later both designs were 

named after him.  Paul Pierre Levy in 1938 created "space curves and surfaces consisting 

of parts similar to the whole" which revealed a whole different kind of fractal curve.  He 

called it the Levy C curve.  

In the late 19th Century and early 20th century, Gaston Julia 

studied iterated functions in the complex plane and created 

the Julia Sets.  The set, with the equation of Zn+1=Z2+c, 

defined any value that would be plugged into the equation.  

He set up the knowledge of modern-day fractals and created 

a function that revealed beautiful pictures.  However, he 

could only visualize because they didn't have the aid of computers.  The picture shown is 

a one of the many Julia Sets.

In the 1960s, A Yale University Professor named Benoit Mandlebrot investigated in the 

fields of mathematical properties that showed self-similarities too.  His famous papers 

include "How Long Is the Coast of Britain?", and "Statistical Self-Similarity and 

Fractional Dimension".  In 1975, Mandlebrot created the word "fractal" to describe 
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which could be everywhere and continuous on a graph but it is not capable of obtaining 

the derivative or original value, meaning that the value of z changes after the function 
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mathematical dimensions that show self-similarity 

in a recursion.  He is also credited for discovering 

fractals because he clearly defined the properties 

and meaning of these iterating self-similar figures.  

The Mandlebrot Set was also named after him.  The 

Mandlebrot Set is in fact very similar to the Julia 

Sets but more simplified. The equation is Z=Zn+1+c.  It looks very similar to the Julia Set 

formula but really, it's a lot of Julia Sets combined to create the Mandlebrot Set.  The 

picture of the Mandlebrot Set shown is the combination of a Julia Set on every point.  

3. Some types of fractals
Sierpinski Triangle (see picture to the left), the Koch Snowflake, etc.  Three, there are the 

Random Fractals.  They are generated randomly rather than being deterministic.  

Examples of Random Fractals include the Brownian Tree, Fractal Landscapes, and 

Brownian Motion.  Four, some fractals can be classified by the name of strange attractors

(see picture bottom right). They are generated by an iteration of a map or solution of a 

system of initial different values that exhibit chaos.  There are no famous fractals of this 

kind but technology today can create one.  Lastly, there is L system fractals (see picture 

bottom left).  They are generated by string rewiring and they are designed to model the 

branching model of plants.  These are different types and layouts of the fractals. They can 

also be classified according to how self-similar the fractal is.  They can show Exact Self-

Similarity.  This is the strongest type of self-similarity.  For example, the Koch 

Snowflake and the Sierpinski Triangle show strong self-similarity.  Other fractals can 

show Quasi Self-Similarity.  It is a looser form of self-

similarity.  The recurrence show partly similarity but distorted 

in a way.  For example, the Mandlebrot Set is Quasi Self-

Similar: as the fractal is zoomed in, the tip is shifted to another 

direction.  Lastly, there is Statistical Self-Similarity.  It is the 

weakest type of self-similarity.  Random fractals can be 

classified this way.  

 

 

4.Mathematical Approach to Important Fractals

4.1.Helge von Koch's Fractals

Although fractals may be classified using pictures and diagrams, there

are equations that help us learn what fractals are like mathematically.  

Before fractals could become even more advanced and continue to be 

mapped on a complex plane, fractals had a definite geometric equation 

to solve it.  However, all were recursive.  For example, the Koch Snowflake has several 

formulas defining how it is created.  To determine how many sides there are in the Koch 

Snowflake, you would use the equation n=3*4a, of which "n" is the number of sides and 

"a" is the iteration as it goes to infinity.  To find the length of a side, you would have to 

use the equation l=x*3-a.  "x" is the original side length as "a" would be the iteration used.  

To find the perimeter of the Koch Snowflake, you would use the equation p= (3a)*(4/3)a.

The perimeter equation consists of both the equations of the number of sides and the 

length of the sides just multiplied.  The perimeter increases (4/3) times each iteration and 

"a" is again the number of iterations.  The perimeter of the Koch Snowflake does go to 

infinity as the number of iterations reaches infinity.  Many fractals that follow also 

become like the Koch snowflake and that the equation represents self-similarity since it is 

an iterated function system.  Other fractals were very similar to the Koch Snowflake such 

as the Sierpinski Triangle.  

4.2. The CurvesSelf-Similarity evolved again and Paul Levy created his own Levy C 

Curve.  It was just another form of iteration where two separate points started to divide 

and go into 45o and -45o angles.  
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4.3.The Julia Sets
It was not until the days of Gaston Julia that more complex and chaotic fractals began to 

take form.  Gaston Julia created the beginning of the chaotic fractals.  His function 

Zn+1=Z2+c, this function was composed of that "c" was a constant or a complex number 

and "Z" was the iterated number and "n+1" resembles recursive iteration.  "c" is either a 

constant or it can be a complex number which is the sum of a real number and an 

imaginary number.  Therefore, this fractal has a non-integer dimension and must be

graphed on a complex plane.  This equation is also highly sensitive to different complex 

numbers, which shows signs of chaotic functions.  Because of these chaotic functions, 

many different Julia Sets can either escape to infinity or remain bounded on the complex 

plane.  They have names.  Connected Julia Sets are the iteration of a function that is 

always bounded and it stays in its original area.  Thus, points in the bounded sets never 

escape to infinity.  Disconnected Julia Sets are the iteration of a function but they have no 

space to rely on to remain within its domain and therefore, the points of the disconnected 

sets escape to infinity and are far apart from each other to remain near the origin.  

Examples:

Connected Julia Set:  Zn+1=Z2+c       We first create an equation.  

Z0=Z2+0.25  We now just input 0 for the value of Z.

Z0=02+0.25   Thus, continuing with the equation...

Z0=0 Then we iterate the equation.

Z1=(0)2+0      Solve it again...

Z1=0 Then iterate it again...

Z2= (0)2+0     Notice that "c" is always constant…

 

 

Also, notice how the constant is zero, on purpose; it is this way so it is easier to see the 

process and how the process works.

Z2=0            And if the process continues...

Z3=0            ..........

Z4=0             ...

Z18=0

The iterated number does not run off to infinity, it actually just remains 

bounded at the origin of the Julia Set.  Since the value doesn't run off to 

infinity, this function is a connected Julia Set.  

This function, as shown on the right, is the most basic function of all 

Julia Sets.  The circle has its origin of the coordinate plane in the center 

of the circle. The circle has bounded values that gather toward the 

origin.  This makes it a connected Julia Set.  

Disconnected Julia Set : Zn+1=Z2+c

Zn+1=Z2+(0.4+0.1i)       This time our constant number 

will be a complex number a complex number...

A complex number is a combination of a real number and an imaginary number.  The two 

values can never be combined so they are calculated separately, as shown below.  This 

also means it must be graphed on a complex plane where the y-axis has values of 

imaginary number than regular real numbers.

Z0=02+(0.4+0.1i)                  Again, replacing with zero...

Z0=0.4+0.1i                          That's our answer, and now we iterate.

Z1=(0.4+0.1i)2+(0.4+0.1i)     And now solve...

Z1=0.55+0.18i   And we repeat this process...

Z2=0.67+0.30i   ...

Z3=0.76+0.50i   ...

Z4=0.72+0.86i   It is turning around chaotically…

Z5=0.19+1.35i  The distance is opened in wide gaps… 

Z6=-1.39+0.62i Sharply declines into the negatives...

Z7=-36.14-19.38i The value grows very into infinity…
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In summary, this equation indicates the set of values never come together to form an area 

to stay close to the origin of the point on the complex plane.  The iterated number became 

"chaotic" and wildly runs into infinity.  Therefore, this equation makes a disconnected 

Julia Set.   

This set is disconnected.  Look at the image on the right.  The origin of this image is the 

white dot in the center of a complex plane.  There is no 

set of values that come together to form a bounded 

region.  It’s very spread out and the values go wildly 

into infinity.  

4.2.The Mandlebrot Set
Many years later, Benoit Mandlebrot studied this particular set and in fact simplified it to 

create his own set called the Mandlebrot set.  This set, also with the equation Zn+1=Z2+c,

is that the value of "c" make up the Mandlebrot Set and it has to have 0 under its iteration.

It's either that a complex number is in or out of the Mandlebrot Set.   This set is never 

attracted to infinity and stays within its bounds.  He thought up the idea that using zero as 

the base during an iteration of a function.  Using a computer for a trial and error basis, he 

could plot dots on the complex plane that can represent the stable areas of which iterated 

functions can be.  This shows the absolute border between finite and infinite as to 

determine where something is.   Stating if to use a Julia Set function and to find out 

whether it is in or out of the Mandlebrot Set, it would have to start out as zero.  Every 

part of the Mandlebrot Set is a different Julia Set, even the plain circle can be considered 

a fractal since it can be defined as a Julia Set.  That is how one can determine if a Julia 

Set is connected or disconnected.  Either a Julia Set is part of the Mandlebrot Set, or it 

isn't.  The Mandlebrot Set and the Julia set both have infinite-zoom capability which 

means if a person were to zoom into the Mandlebrot Set, self-similarity appears and it 

goes on forever and ever.  

5. Fractals in Nature

 

 

Digital Fractals can be a beautiful thing; however, there are fractals in  life that we never 

realize that they exist.  They're even right in your back yard, such as the simple leaf 

which branches out in two directions.  The ferns show many signs of self-similarity. 

Other examples you can find in nature include river networks, fault lines, mountain 

ranges, craters, snowflakes, clouds, crystals, systems of blood vessels, ocean waves, 

DNA, and maybe even coastlines. However, unlike regular mathematical based fractals, 

these are classified as random fractals and show self-similarity of a large range in a finite 

area.  

Applications

People use fractals.  They might be applying it 

to real life without even knowing it.  For 

example, people can use fractals to create art 

like the famous American artist Jackson 

Pollock.  His chaotic paintings have been 

identified as fractals.  Composers use the 

concept of self-similarity in their creations.  

For example, Johann Sebastian Bach tended to repeat melodies in his music over and 

over again.  Although he might not make it exactly the same, it shows self-similarities in 

many ways.  Applications can also be found in seismology.  The different waves of 

earthquakes can represent fractals.  Biologists may perhaps use fractals to help them 

recreate life's patterns and predict what would really happen.  Meteorologists apply 

fractals and Chaos Theory to aid them in their studies of the weather forecast.  Perhaps 

one of the greatest uses of fractals is in computer graphics and video game design.  As 

mentioned earlier, ferns are very much like a fractal, therefore, computers can create 

digital images of ferns or leaves, mountains, hills, trees, and etc.  The way fractals do 

these jobs is that it takes a simple picture and iterates it in different ways to create a 

landscape, whether it is a mountain or just a plain.  Fractals can also help with digitally 

making graphics of dinosaur skin.  Dinosaurs in the movies have very rough skin, and 

many creases in their skin are very much like leather.  That's why they look so realistic 

because fractals go infinitely into detail.    

96 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



 

 

In summary, this equation indicates the set of values never come together to form an area 

to stay close to the origin of the point on the complex plane.  The iterated number became 

"chaotic" and wildly runs into infinity.  Therefore, this equation makes a disconnected 

Julia Set.   

This set is disconnected.  Look at the image on the right.  The origin of this image is the 

white dot in the center of a complex plane.  There is no 

set of values that come together to form a bounded 

region.  It’s very spread out and the values go wildly 

into infinity.  

4.2.The Mandlebrot Set
Many years later, Benoit Mandlebrot studied this particular set and in fact simplified it to 

create his own set called the Mandlebrot set.  This set, also with the equation Zn+1=Z2+c,

is that the value of "c" make up the Mandlebrot Set and it has to have 0 under its iteration.

It's either that a complex number is in or out of the Mandlebrot Set.   This set is never 

attracted to infinity and stays within its bounds.  He thought up the idea that using zero as 

the base during an iteration of a function.  Using a computer for a trial and error basis, he 

could plot dots on the complex plane that can represent the stable areas of which iterated 

functions can be.  This shows the absolute border between finite and infinite as to 

determine where something is.   Stating if to use a Julia Set function and to find out 

whether it is in or out of the Mandlebrot Set, it would have to start out as zero.  Every 

part of the Mandlebrot Set is a different Julia Set, even the plain circle can be considered 

a fractal since it can be defined as a Julia Set.  That is how one can determine if a Julia 

Set is connected or disconnected.  Either a Julia Set is part of the Mandlebrot Set, or it 

isn't.  The Mandlebrot Set and the Julia set both have infinite-zoom capability which 

means if a person were to zoom into the Mandlebrot Set, self-similarity appears and it 

goes on forever and ever.  

5. Fractals in Nature

 

 

Digital Fractals can be a beautiful thing; however, there are fractals in  life that we never 

realize that they exist.  They're even right in your back yard, such as the simple leaf 

which branches out in two directions.  The ferns show many signs of self-similarity. 

Other examples you can find in nature include river networks, fault lines, mountain 

ranges, craters, snowflakes, clouds, crystals, systems of blood vessels, ocean waves, 

DNA, and maybe even coastlines. However, unlike regular mathematical based fractals, 

these are classified as random fractals and show self-similarity of a large range in a finite 

area.  

Applications

People use fractals.  They might be applying it 

to real life without even knowing it.  For 

example, people can use fractals to create art 

like the famous American artist Jackson 

Pollock.  His chaotic paintings have been 

identified as fractals.  Composers use the 

concept of self-similarity in their creations.  

For example, Johann Sebastian Bach tended to repeat melodies in his music over and 

over again.  Although he might not make it exactly the same, it shows self-similarities in 

many ways.  Applications can also be found in seismology.  The different waves of 

earthquakes can represent fractals.  Biologists may perhaps use fractals to help them 

recreate life's patterns and predict what would really happen.  Meteorologists apply 

fractals and Chaos Theory to aid them in their studies of the weather forecast.  Perhaps 

one of the greatest uses of fractals is in computer graphics and video game design.  As 

mentioned earlier, ferns are very much like a fractal, therefore, computers can create 

digital images of ferns or leaves, mountains, hills, trees, and etc.  The way fractals do 

these jobs is that it takes a simple picture and iterates it in different ways to create a 

landscape, whether it is a mountain or just a plain.  Fractals can also help with digitally 

making graphics of dinosaur skin.  Dinosaurs in the movies have very rough skin, and 

many creases in their skin are very much like leather.  That's why they look so realistic 

because fractals go infinitely into detail.    

977th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



 

 

In conclusion, fractals, a region of mathematics is highly useful and sensitive to little 

conditions, as Chaos Theory defines it.  It is very important in the way we look at things 

in life.  We can predict patterns in weather, seismology, and biological and organic life.  

Although we may not consider it every day, fractals are everywhere.  It will continue 

appearing and applying to more things we do today than before.  
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Abstract

Advances in Deep Learning Algorithms over the years have greatly changed our view of 
what Artificial Intelligence can do. So much so that with a new development every day, our 
amazement and admiration for Artificial Intelligence increases. Undoubtedly, back 
propagation algorithm is behind this great success. Well, "does the back propagation power of
artificial intelligence, which was developed with inspiration from human intelligence, have a 
counterpart in human intelligence?" Is it really “does our brain back-propagate?” In this study, 
we explained the forward-forward algorithm, which was developed as an alternative to the back 
propagation algorithm, inspired by the working principle of our brain. We rearranged the 
goodness function in the forward-forward algorithm, tested it on the MNIST(Modified 
National Institute of Standards and Technology database) dataset, and compared it with the 
back propagation algorithm.

Keywords: Brain learning, Forward-forward algorithm, Goodness functions, Negative 
data

1. INTRODUCTION

Deep learning is the ability to learn representations in large data sets using computer 
models consisting of multiple processing layers (Lecun et al., 2015). These models transfer 
representations between layers using the backpropagation algorithm and thus discover complex 
structures (Lecun et al., 2015). It is a machine learning method that is used especially for 
processing complex data types such as image, sound, text and provides high performance in 
many application areas. The Backpropagation (BP) algorithm (Werbos, 1981; Hinton, 2022), 
which is the driving force behind deep learning, has long been criticized for its suitability for 
the functioning of our brain. (Crick, 1989; Grossberg, 1987; Lillicrap et al., 2020; Marblestone
et al., 2016; Pozzi et al., 2020) The amazing power and success of backpropagation has taken 
deep learning, artificial intelligence and its sub-fields to serious levels. But “does our brain 
really update the connections between neurons by backpropagation?” This question has long 
attracted the attention of researchers (Lillicrap et al., 2020; Pozzi et al., 2020; Song et al., 2020; 
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Bellec et al., 2019; Kohan et al., 2018; Xie et al., 2003; Mazzonit et al., 1991; Song et al., 
2022). There are serious challenges to how backpropagation can be accomplished in the brain.

Cortex feed-forward is a process that occurs during the forward process of information 
processing in the brain, that is, from input to output (Rockland, 2022). The cortex in the brain 
processes neural inputs from many different regions, creating the final output. Cortex feed-
forward allows these inputs to be processed in the cortex and converted into output.

Cortex feed-forward occurs through a neural network formed by the combination of 
many different nerve cells (neurons). This neural network carries information in a specific 
direction (forward) and influences neural activity in the cortex (Kohan et al., 2018; Kreiman & 
Serre, 2020; Ravichandran, 2022; Rockland, 2022). Feedforward is the process by which inputs 
from sensory organs or other brain regions are transmitted to different cortex regions within 
the brain via nerve cells on the cortex surface (Rockland, 2022).

For example, the visual cortex is responsible for processing visual information from the 
eyes. Information from the eyes is processed by nerve cells in the posterior part of the visual 
cortex and then fed forward to the anterior cortex, where the previous ly processed information 
is. In this way, cortex feed-forward helps to perform more complex operations in higher-leve l 
cortex regions and eventually generate more sophisticated outputs (Kreiman & Serre, 2020; 
Rockland, 2022).

Cortex feed-forward is a process that underlies brain functions and plays an important 
role in performing complex cognitive functions such as learning, memory and decision making.

There is no convincing evidence that the brain clearly transmits error derivatives between 
real neurons or stores neural activities for backpropagation (Lillicrap et al., 2020). In particular, 
there are both practical and biophysical problems. Some of these problems are;

1. In backpropagation, neural activities are stored to update synaptic connections
(Hinton, 1986).

2. The error calculated at the end of the neural network is propagated backwards
through the entire network via a global feedback to learn the synaptic weights (Hinton, 1986).

3. This backpropagation is done backwards again, starting from the end of the path
used to forward the information (Hinton, 1986).

4. In this case, inference and learning are largely sequential. First the inference is
made, the error is calculated, and then the learning takes place. That is, these things do not 
happen in parallel (Hinton, 1986).

1.1. Why is Backpropagation Wrong?

As described above, the reason deep learning is so powerful lies in the back propagation 
algorithm. Gradients are usually calculated using back propagation (Hinton, 1986). An 

important question asked is: “Can the synaptic updates that our brain generates for learning be 
done in deep learning networks other than back propagation?” This question is often asked by 
researchers, and an alternative solution to backpropagation is being explored (Lillicrap et al., 
2020; Guerguiev et al., 2017). Despite the success of backpropagation, the backpropagation 
algorithm remains illogical in terms of the learning process in our brain. Many studies, 
researches and tests have been conducted to fill this gap (Lillicrap et al., 2020; Scellier & 
Bengio, 2017; Richards & Lillicrap, 2019; Guerguiev et al., 2017).

Backpropagation has four basic problems:

1) While back propagation takes place, consider the same weights used in the
forward pass to calculate the gradient. It is biologically impossible for the network to remember 
the weights used in the forward pass for the backward pass. This problem is called "weight 
symmetry problem" or "weight bearing problem" (Hinton, 2022).

2) During error backpropagation, neurons do not freeze neural activities while
calculating their activity status. Instead, cortical feedback connections have been proven to 
influence the neural activity produced during the forward transition (Hinton, 2022).

3) Updating a certain weight in the neural network depends on the calculations of
the neurons in the lower layers. The resulting error is transmitted back through the layers of 
the network, and neurons in each layer use this error to update their weights. Therefore, 
updating the weights depends on the calculated errors during the backward pass and plays a 
critical role in the learning process. But biological synapses change their strength according to 
local signals, that is, only to their neighboring neurons. It does not wait for the entire network 
to be exhausted for the weight update (Hinton, 2022).

4) In the neural network, in order to update the weights of a layer, it is necessary
to complete the forward pass and wait for the backward pass to reach the relevant layer. 
However, the brain has the ability to process external stimuli online (Hinton, 2022).

2. GENERAL PROPERTIES OF METHOD

2.1. Forward-Forward Algorithm

The forward-forward algorithm is an algorithm developed by Geoffrey Hinton as an 
alternative to back propagation (Hinton, 2022). The back propagation algorithm described 
above was proposed to seek solutions to the biologically unrealistic problems (Hinton, 2022). 
The algorithm is expressed as: “A more promising future for artificial intelligence than current 
paradigms” (Hinton, 2022).

The forward-forward algorithm changes backpropagation forward-backward transitions 
to forward-forward. The two forward-passes have different purposes and different data sets. So 
two forward passes work on different data for different purposes. Their aims are opposite. In 
fact, the forward-forward algorithm is a kind of unsupervised learning algorithm. For example, 
if an image is given to the network, the goal of the forward-forward algorithm would be to 
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alternative to back propagation (Hinton, 2022). The back propagation algorithm described 
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The algorithm is expressed as: “A more promising future for artificial intelligence than current 
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learn a useful representation of that image. The purpose of learning in the forward forward 
algorithm is to keep the goodness value well above the threshold for real data (positive data) 
and well below the threshold for negative data.

There are 3 key definitions in the forward forward algorithm:

Goodness: This value is very important for the learning process. The original goodness 
function equation explained by Hinton (Hinton, 2022) and the different favor functions 
proposed and implemented in this study are given below. The goodness function value to be 
calculated on a layer basis will be the effective value on how to make the necessary updates 
for the network to learn. It can be compared to the total error value in backpropagation.

Positive Data: It refers to the actual data that the network is trying to find patterns that it 
needs to learn. This dataset is the real dataset for us.

Negative Data: This data is fake data. In fact, it is an important issue to be studied in the 
forward-forward algorithm. The preparation of fake data forms the basis of some of our future 
studies.  

The goodness function works on these two data for different purposes. It tries to increase 
its value on positive data and decrease its value on negative data. Figure 1 and Figure 2 below 
show the back propagation algorithm and the forward-forward algorithm, respectively.

Figure 0: Backpropagation algorithm

Figure 1: Backpropagation algorithm

When Figure 1 is examined, an error value is calculated by comparing the input data with 
the output value after completing the forward pass on the network. By taking the derivative 
according to the error value, it is calculated how much the weights on the network will change 
and a backward propagation takes place over the whole network. This derivative calculat ion 
takes place according to the chain rule (Hinton, 1986).

When Figure 2 is examined, it is noted that there are two separate circuits. One is the 
positive circuit and the other is the negative circuit. The purposes of these two circuits are 
different. Calculates the total well-being of neurons in each circuit layer. The positive circuit 
tries to increase this goodness, while the negative circuit tries to reduce it as much as possible. 
The loss function is calculated locally on a layer-by-layer basis, not after the network has 
traveled forward through all layers, as in back propagation.

Positive data is real data. It can be a picture of a cat, dog, etc. Negative data will be data 
that is not from our positive dataset. One of the unsolved problems in the forward-forward 
algorithm study by Hinton (Hinton, 2022) is what the negative data will be. It is not fully 
specified in the study. Probably the answer to this question will depend on the situation. 
Negative data can also be completely noisy data.

2.1.1 Goodness Function

In this study, tests are carried out on the MNIST data set by making changes on the 
Goodness function. There are many ways in which the Goodness function can be defined. 
However, in the original study, the goodness function is defined by Equation 1 (Hinton, 2022).
In this equation, σ is activation function, j is the neuron index by layer, y is activity of the 
neuron before normalization, and θ is the threshold value.
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learn a useful representation of that image. The purpose of learning in the forward forward 
algorithm is to keep the goodness value well above the threshold for real data (positive data) 
and well below the threshold for negative data.

There are 3 key definitions in the forward forward algorithm:

Goodness: This value is very important for the learning process. The original goodness 
function equation explained by Hinton (Hinton, 2022) and the different favor functions 
proposed and implemented in this study are given below. The goodness function value to be 
calculated on a layer basis will be the effective value on how to make the necessary updates 
for the network to learn. It can be compared to the total error value in backpropagation.

Positive Data: It refers to the actual data that the network is trying to find patterns that it 
needs to learn. This dataset is the real dataset for us.

Negative Data: This data is fake data. In fact, it is an important issue to be studied in the 
forward-forward algorithm. The preparation of fake data forms the basis of some of our future 
studies.  

The goodness function works on these two data for different purposes. It tries to increase 
its value on positive data and decrease its value on negative data. Figure 1 and Figure 2 below 
show the back propagation algorithm and the forward-forward algorithm, respectively.

Figure 0: Backpropagation algorithm

Figure 1: Backpropagation algorithm

When Figure 1 is examined, an error value is calculated by comparing the input data with 
the output value after completing the forward pass on the network. By taking the derivative 
according to the error value, it is calculated how much the weights on the network will change 
and a backward propagation takes place over the whole network. This derivative calculat ion 
takes place according to the chain rule (Hinton, 1986).

When Figure 2 is examined, it is noted that there are two separate circuits. One is the 
positive circuit and the other is the negative circuit. The purposes of these two circuits are 
different. Calculates the total well-being of neurons in each circuit layer. The positive circuit 
tries to increase this goodness, while the negative circuit tries to reduce it as much as possible. 
The loss function is calculated locally on a layer-by-layer basis, not after the network has 
traveled forward through all layers, as in back propagation.

Positive data is real data. It can be a picture of a cat, dog, etc. Negative data will be data 
that is not from our positive dataset. One of the unsolved problems in the forward-forward 
algorithm study by Hinton (Hinton, 2022) is what the negative data will be. It is not fully 
specified in the study. Probably the answer to this question will depend on the situation. 
Negative data can also be completely noisy data.

2.1.1 Goodness Function

In this study, tests are carried out on the MNIST data set by making changes on the 
Goodness function. There are many ways in which the Goodness function can be defined. 
However, in the original study, the goodness function is defined by Equation 1 (Hinton, 2022).
In this equation, σ is activation function, j is the neuron index by layer, y is activity of the 
neuron before normalization, and θ is the threshold value.
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p(positive) = σ(∑ yj2 − θ𝑗𝑗 ) Equation 1

Let there be a neural network with an input layer and a hidden layer. Completely 
unsupervised learning is accomplished without putting in an output layer.

Figure 3: Representative circuit with a hidden layer

The goodness function used by Hinton in his study (Hinton, 2022) is the first goodness 
function. In this study, we will be tested using different goodness measures. According to 
Hinton's goodness function, we should square the activations on a layer basis. In this case, we 
calculate the goodness of 2 input data as 3*3 + 1*1 + 0*0 = 10. There is also a value of θ in 
the original equation. This value is called the threshold value. Let's consider our threshold value 
as θ=2. Here the threshold value is the hyper parameter. Our goal is to achieve a value above 
the threshold. We get the value 10-2 = 8. 

In this case, our goodness value would be above the threshold value. So we got a positive
value. Then we can reduce this 8 value to a probabilistic value between 0-1 by passing it 
through the sigmoid function. This will give us a probability value. Therefore, we increase the 
probability of positive data.

This is also true for negative data. We will have a goodness value below the threshold 
value of Ɵ=2. Substitute in the goodness function, we will get a negative number. Therefore, 
after passing it in the sigmoid function, we will have obtained a value close to 0. If we are not 
going to use back propagation, we will update the network parameters to get the goodness as 
high as possible for positive data (Hinton, 2022) and as low as possible for negative data 
(Hinton, 2022). So, how is this done in a multi- layer network?

Figure 4: A multi- layer neural network in a forward-forward algorithm

When Figure 4 is examined; The data entering from the input reaches the output layer 
after passing through the hidden layers. Once we hit the target in the last layer, won't we need 
backpropagation to get it all the way to the first layer? The forward-forward algorithm has 
found a solution to the third problem of back propagation problems. Each different layer should 
have a goal. In other words, our goodness function is calculated in each layer. Then gradient 
descent is used and the weights are updated. Then it comes to the second hidden layer, now the 
new input is the values activated after the first layer. Goodness is calculated within this layer. 
We continue by doing this for each layer. Because each layer has its own active object. So there 
are no global updates regarding the previous layer. There is no transition from the top layer to 
the bottom layer as we do with backpropagation. All updates are done locally. So it's local. 
This update is potentially similar to the structure of the brain.

However, there is a problem with this structure. It is known that the activities to be moved 
to the upper layer after the goodness function is calculated in a lower layer already come from 
the positive data source. Because the processing layer has decided this. So if the processing 
layer doesn't change anything, if the values have a high magnitude, the next layer knows that 
the data is positive. The opposite is also true. If there is a low value, it is known that the data 
is negative. In this case, our network may not fully learn the representations. This is not a 
preferred situation and the solution is normalization at the layer level. Before using 
feedforward, the length of the hidden vector can be normalized and used as input to the next 
layer. As a result, they remove all size-related data. This length is defined as the goodness value 
for the layer in which it is located. The operation is directed by transferring it to the next layer.
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p(positive) = σ(∑ yj2 − θ𝑗𝑗 ) Equation 1

Let there be a neural network with an input layer and a hidden layer. Completely 
unsupervised learning is accomplished without putting in an output layer.

Figure 3: Representative circuit with a hidden layer

The goodness function used by Hinton in his study (Hinton, 2022) is the first goodness 
function. In this study, we will be tested using different goodness measures. According to 
Hinton's goodness function, we should square the activations on a layer basis. In this case, we 
calculate the goodness of 2 input data as 3*3 + 1*1 + 0*0 = 10. There is also a value of θ in 
the original equation. This value is called the threshold value. Let's consider our threshold value 
as θ=2. Here the threshold value is the hyper parameter. Our goal is to achieve a value above 
the threshold. We get the value 10-2 = 8. 

In this case, our goodness value would be above the threshold value. So we got a positive
value. Then we can reduce this 8 value to a probabilistic value between 0-1 by passing it 
through the sigmoid function. This will give us a probability value. Therefore, we increase the 
probability of positive data.

This is also true for negative data. We will have a goodness value below the threshold 
value of Ɵ=2. Substitute in the goodness function, we will get a negative number. Therefore, 
after passing it in the sigmoid function, we will have obtained a value close to 0. If we are not 
going to use back propagation, we will update the network parameters to get the goodness as 
high as possible for positive data (Hinton, 2022) and as low as possible for negative data 
(Hinton, 2022). So, how is this done in a multi- layer network?

Figure 4: A multi- layer neural network in a forward-forward algorithm

When Figure 4 is examined; The data entering from the input reaches the output layer 
after passing through the hidden layers. Once we hit the target in the last layer, won't we need 
backpropagation to get it all the way to the first layer? The forward-forward algorithm has 
found a solution to the third problem of back propagation problems. Each different layer should 
have a goal. In other words, our goodness function is calculated in each layer. Then gradient 
descent is used and the weights are updated. Then it comes to the second hidden layer, now the 
new input is the values activated after the first layer. Goodness is calculated within this layer. 
We continue by doing this for each layer. Because each layer has its own active object. So there 
are no global updates regarding the previous layer. There is no transition from the top layer to 
the bottom layer as we do with backpropagation. All updates are done locally. So it's local. 
This update is potentially similar to the structure of the brain.

However, there is a problem with this structure. It is known that the activities to be moved 
to the upper layer after the goodness function is calculated in a lower layer already come from 
the positive data source. Because the processing layer has decided this. So if the processing 
layer doesn't change anything, if the values have a high magnitude, the next layer knows that 
the data is positive. The opposite is also true. If there is a low value, it is known that the data 
is negative. In this case, our network may not fully learn the representations. This is not a 
preferred situation and the solution is normalization at the layer level. Before using 
feedforward, the length of the hidden vector can be normalized and used as input to the next 
layer. As a result, they remove all size-related data. This length is defined as the goodness value 
for the layer in which it is located. The operation is directed by transferring it to the next layer.
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3. APPLICATIONS

3.1. Dataset

In this section, some experiments are performed using the MNIST dataset. MNIST is a 
dataset for handwritten numerals recognition. This dataset is a frequently used dataset in the 
fields of machine learning and artificial intelligence. The MNIST dataset contains 60,000 
training samples and 10,000 test samples. Each example is a 28x28 pixel image and each of 
these images contains a handwritten number (0 to 9). The dataset was prepared by the American 
National Institute of Standards and Technology and was used for recognition of handwritten 
digits by optical character recognition (OCR) algorithms. It is a popular dataset for training 
deep learning models, especially in the field of machine learning. This dataset is frequently 
used to evaluate the learning performance of neural networks and is offered as a sample dataset 
by many machine learning libraries.

There are two important questions that we focus on in this study. These:

1. Where does negative data come from or how should it be provided?

2. If we have a good source of negative data, does the forward-forward algorithm
effectively learn a multilayer representation with the proposed new goodness function?

3.2. Creating Negative Data

A good negative data source prepared for the forward-forward algorithm can enable the 
algorithm to learn much better a multi- layered representation that can capture the structure of 
the data. For the MNIST dataset, we wrote a hard-coded masking function and applied it to 2 
different images and got specific parts of each image. As a result, we got a fake image.

We did not use random images and just noise. Because using random images or only 
noise makes the learned information dependent or positive. This causes the algorithm to learn 
patterns very easily, and therefore the algorithm cannot learn complex information and 
patterns.

Figure 5: Positive data (left), Negative data (right)

POZITIF DATA NEGATIF DATA 

In Figure 5, the specific structure of the MNIST dataset is given. In the MNIST dataset, 
the first row consists of all zeros. For positive data, the label of the input data is encoded in the 
first line and the label information is given to the network over the input data. For example, the 
data is the image of the number 2, and the label is index 2. For negative data, it is the data 
generated from the negative data generation method mentioned above, and its labels are also 
incorrectly processed and given to the network. Let the generated synthetic data be a number 
similar to 8. It is mislabeled by giving the label a 3. In this way, negative data is obtained.

3.3. Experimental Environment and Results

3.3.1. Original Goodness Function:

In the experiment in the original study, the network was trained with four hidden layers, 
each model containing 2000 ReLU (Rectified Linear Unit) for 100 epochs. The normalized 
activity vectors of the last three hidden layers were used by softmax to determine the predictive 
label, resulting in an error rate of 1.37% (Hinton, 2022).

3.3.2. Experiment 1: Proposed Goodness Function 1 (PGF1)

The first proposed goodness function is represented by equation 2 and equation 3 for 
positive and negative data, respectively.

1
𝑛𝑛
∑ (𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑖𝑖)2 − (1𝑛𝑛 ∑ 𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑗𝑗)𝑛𝑛

𝑗𝑗=1 )2)𝑛𝑛
𝑖𝑖=1 Equation 2

1
𝑛𝑛
∑ (𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛,𝑖𝑖)2 − (1𝑛𝑛 ∑ 𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛,𝑗𝑗)𝑛𝑛

𝑗𝑗=1 )2)𝑛𝑛
𝑖𝑖=1 Equation 3

𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝/𝑛𝑛𝑛𝑛𝑛𝑛,𝑖𝑖 : is the input data for i.

𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝/𝑛𝑛𝑛𝑛𝑛𝑛,𝑖𝑖)2 : It refers to the output produced for the input data.

N: represents the total number of input data.

𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑗𝑗 ) : It is the average of the outputs obtained as a result of passing all inputs
through the model.

• The difference in the two parentheses is a measure calculated for each input data. This
measure determines how the outputs are homogeneous.

Both equations use the squares of the summed values. However, the second and third 
equations also contain the expression 1

𝑛𝑛
∑ 𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑗𝑗)𝑛𝑛
𝑗𝑗=1 and 1

𝑛𝑛
∑ 𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛,𝑗𝑗)𝑛𝑛
𝑗𝑗=1 . This expression 

means calculating the efficiency in a layer of the network, averaging all the input values in this 
layer and subtracting each input value from this average. Each input value is differentia ted 
according to its mean.
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3. APPLICATIONS

3.1. Dataset

In this section, some experiments are performed using the MNIST dataset. MNIST is a 
dataset for handwritten numerals recognition. This dataset is a frequently used dataset in the 
fields of machine learning and artificial intelligence. The MNIST dataset contains 60,000 
training samples and 10,000 test samples. Each example is a 28x28 pixel image and each of 
these images contains a handwritten number (0 to 9). The dataset was prepared by the American 
National Institute of Standards and Technology and was used for recognition of handwritten 
digits by optical character recognition (OCR) algorithms. It is a popular dataset for training 
deep learning models, especially in the field of machine learning. This dataset is frequently 
used to evaluate the learning performance of neural networks and is offered as a sample dataset 
by many machine learning libraries.

There are two important questions that we focus on in this study. These:

1. Where does negative data come from or how should it be provided?

2. If we have a good source of negative data, does the forward-forward algorithm
effectively learn a multilayer representation with the proposed new goodness function?

3.2. Creating Negative Data

A good negative data source prepared for the forward-forward algorithm can enable the 
algorithm to learn much better a multi- layered representation that can capture the structure of 
the data. For the MNIST dataset, we wrote a hard-coded masking function and applied it to 2 
different images and got specific parts of each image. As a result, we got a fake image.

We did not use random images and just noise. Because using random images or only 
noise makes the learned information dependent or positive. This causes the algorithm to learn 
patterns very easily, and therefore the algorithm cannot learn complex information and 
patterns.

Figure 5: Positive data (left), Negative data (right)

POZITIF DATA NEGATIF DATA 

In Figure 5, the specific structure of the MNIST dataset is given. In the MNIST dataset, 
the first row consists of all zeros. For positive data, the label of the input data is encoded in the 
first line and the label information is given to the network over the input data. For example, the 
data is the image of the number 2, and the label is index 2. For negative data, it is the data 
generated from the negative data generation method mentioned above, and its labels are also 
incorrectly processed and given to the network. Let the generated synthetic data be a number 
similar to 8. It is mislabeled by giving the label a 3. In this way, negative data is obtained.

3.3. Experimental Environment and Results

3.3.1. Original Goodness Function:

In the experiment in the original study, the network was trained with four hidden layers, 
each model containing 2000 ReLU (Rectified Linear Unit) for 100 epochs. The normalized 
activity vectors of the last three hidden layers were used by softmax to determine the predictive 
label, resulting in an error rate of 1.37% (Hinton, 2022).

3.3.2. Experiment 1: Proposed Goodness Function 1 (PGF1)

The first proposed goodness function is represented by equation 2 and equation 3 for 
positive and negative data, respectively.

1
𝑛𝑛
∑ (𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑖𝑖)2 − (1𝑛𝑛 ∑ 𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑗𝑗)𝑛𝑛

𝑗𝑗=1 )2)𝑛𝑛
𝑖𝑖=1 Equation 2

1
𝑛𝑛
∑ (𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛,𝑖𝑖)2 − (1𝑛𝑛 ∑ 𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛,𝑗𝑗)𝑛𝑛

𝑗𝑗=1 )2)𝑛𝑛
𝑖𝑖=1 Equation 3

𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝/𝑛𝑛𝑛𝑛𝑛𝑛,𝑖𝑖 : is the input data for i.

𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝/𝑛𝑛𝑛𝑛𝑛𝑛,𝑖𝑖)2 : It refers to the output produced for the input data.

N: represents the total number of input data.

𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑗𝑗 ) : It is the average of the outputs obtained as a result of passing all inputs
through the model.

• The difference in the two parentheses is a measure calculated for each input data. This
measure determines how the outputs are homogeneous.

Both equations use the squares of the summed values. However, the second and third 
equations also contain the expression 1

𝑛𝑛
∑ 𝑓𝑓(𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑗𝑗)𝑛𝑛
𝑗𝑗=1 and 1

𝑛𝑛
∑ 𝑓𝑓(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛,𝑗𝑗)𝑛𝑛
𝑗𝑗=1 . This expression 

means calculating the efficiency in a layer of the network, averaging all the input values in this 
layer and subtracting each input value from this average. Each input value is differentia ted 
according to its mean.

1077th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



This extra expression in the second equation can highlight the deviation of the input 
values from the overall mean by differentiating according to the mean of the input values and 
help reveal more specific features. Then the values obtained from these equations were
subtracted from the fixed threshold value and subjected to softmax activation. The final 
efficiency was calculated on a layer basis.

Activations in the neural network layer are the outputs of neurons. When a neural 
network processes inputs in a dataset, the variance of neurons' output measures how neurons 
respond and how much variation they show. The variance of the activations indicates how 
active the neurons are. The higher the variance, the more different the neurons' outputs, and the 
lower they are, the more similar the neurons' outputs. The variance of the activations is an 
important metric to measure the performance of the neural network and to understand whether 
the model is working properly. It can also affect the learning rate of the neural network, so the 
variance of the activations may need to be controlled.

With the Equations 2 and 3, we calculated the variance of the activations in the neural 
network layer using the forward-forward algorithm. Here, (𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑖𝑖) denotes the activation value
in the i. sample of the function. The first part of the equation calculates the variability between 
samples. The second part is used to correct the variance. The 1/n in this equation is the number 
of samples. Therefore, the proposed equation is a suitable method for calculating the variance 
of the activations in the neural network layer. We have verified this with the tests.

In general, determining which equation is ideal for calculating efficiency in a layer 
depends on the specific characteristics of the model used and the problem under consideration. 
Both equations involve different approaches, and which equation is more appropriate is based 
on the results to be obtained through experiments and analyzes on a specific scenario and 
problem. Both equations can be used to evaluate the problem from different angles, and 
determining which equation is more ideal will depend on the requirements of the problem 
space, the characteristics of the dataset, and the goal of the model.

With the goodness functions suggested in Equation 2 and Equation 3, our model (Hinton, 
2022) was trained for 100 epochs and the final loss was calculated as 0.3719. This result proves 
that the favor function we proposed works.

Figure 6: Confusion Matrix

There is the confusion matrix of the forward-forward algorithm that is tested with 
proposed goodness functions in Figure 6.

Figure 7: Loss on training data

In Figure 7, the loss on the training data of the forward-forward algorithm modeled with 
the proposed goodness functions is shown. As shown in Figures 6 and 7, the model is improved 
with the proposed goodness functions.

3.3.3. Experiment 2: Proposed  Goodnes Function 2 (PGF2)

The goodness function in the original study was given in Equation 1. Hinton stated that 
one of the important issues to be investigated is the goodness function (Hinton, 2022). In this 
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This extra expression in the second equation can highlight the deviation of the input 
values from the overall mean by differentiating according to the mean of the input values and 
help reveal more specific features. Then the values obtained from these equations were
subtracted from the fixed threshold value and subjected to softmax activation. The final 
efficiency was calculated on a layer basis.

Activations in the neural network layer are the outputs of neurons. When a neural 
network processes inputs in a dataset, the variance of neurons' output measures how neurons 
respond and how much variation they show. The variance of the activations indicates how 
active the neurons are. The higher the variance, the more different the neurons' outputs, and the 
lower they are, the more similar the neurons' outputs. The variance of the activations is an 
important metric to measure the performance of the neural network and to understand whether 
the model is working properly. It can also affect the learning rate of the neural network, so the 
variance of the activations may need to be controlled.

With the Equations 2 and 3, we calculated the variance of the activations in the neural 
network layer using the forward-forward algorithm. Here, (𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝,𝑖𝑖) denotes the activation value
in the i. sample of the function. The first part of the equation calculates the variability between 
samples. The second part is used to correct the variance. The 1/n in this equation is the number 
of samples. Therefore, the proposed equation is a suitable method for calculating the variance 
of the activations in the neural network layer. We have verified this with the tests.

In general, determining which equation is ideal for calculating efficiency in a layer 
depends on the specific characteristics of the model used and the problem under consideration. 
Both equations involve different approaches, and which equation is more appropriate is based 
on the results to be obtained through experiments and analyzes on a specific scenario and 
problem. Both equations can be used to evaluate the problem from different angles, and 
determining which equation is more ideal will depend on the requirements of the problem 
space, the characteristics of the dataset, and the goal of the model.

With the goodness functions suggested in Equation 2 and Equation 3, our model (Hinton, 
2022) was trained for 100 epochs and the final loss was calculated as 0.3719. This result proves 
that the favor function we proposed works.

Figure 6: Confusion Matrix

There is the confusion matrix of the forward-forward algorithm that is tested with 
proposed goodness functions in Figure 6.

Figure 7: Loss on training data

In Figure 7, the loss on the training data of the forward-forward algorithm modeled with 
the proposed goodness functions is shown. As shown in Figures 6 and 7, the model is improved 
with the proposed goodness functions.

3.3.3. Experiment 2: Proposed  Goodnes Function 2 (PGF2)

The goodness function in the original study was given in Equation 1. Hinton stated that 
one of the important issues to be investigated is the goodness function (Hinton, 2022). In this 
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experimental environment, we re-run the experimental environment without squaring the 
activities in the goodness function. PGF2 is shown in the equation 4. The model was trained 
for 100 epochs and a final loss of 0.6749 was calculated.

p(positive) = σ(∑ y𝑗𝑗 − θ𝑗𝑗 ) Equation 4

Goodness Function Loss

Parameters Original PGF1 PGF2 BP

2000 ReLU
100 epoch 

softmax activation

1,37 0.3719 0.6749 0.004

Table 1: Comparison of experimental results

When the results given in Table 1 are examined, the proposed goodness functions give 
better results. However, the success of the back propagation algorithm could not be achieved. 
It may be possible to catch improvements in future studies with different goodness functions 
and architectural changes.

4. CONCLUSIONS

In this study, the proposed new goodness functions for the forward-forward algorithm 
are tested. The better results than the original study were obtained. This study may pave the 
way for the investigation of different goodness functions for the algorithm. In the next study, 
the negative data source will be changed by combining the forward-forward algorithm with the 
predictive coding logic with the arranged goodness function. The resulting model is planned to 
be generalized on computational graphs and tested on large deep learning architectures. Just 
the forward-forward algorithm will not lead to human-like intelligence. It is necessary to 
combine and develop the algorithm according to different views and learning rules in the brain. 
Because our brain is full of repetitive and parallel connections.
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the forward-forward algorithm will not lead to human-like intelligence. It is necessary to 
combine and develop the algorithm according to different views and learning rules in the brain. 
Because our brain is full of repetitive and parallel connections.

REFERENCES

Bellec, G., Scherr, F., Hajek, E., Salaj, D., Legenstein, R., & Maass, W. (2019). 
Biologically Inspired Alternatives To Backpropagation Through Time For Learning in 
Recurrent Neural Networks. http://arxiv.org/abs/1901.09049

Crick,F. (1989). The Recent Excitement About Neural Networks.
https://www.nature.com/articles/337129a0

Grossberg, S. (1987). Competitive Learning: From Interactive Activation to Adaptive 
Resonance. https://www.sciencedirect.com/science/article/abs/pii/S0364021387800253

Guerguiev, J., Lillicrap, T. P., & Richards, B. A. (2017). Towards Deep Learning with 
Segregated Dendrites. https://doi.org/10.7554/eLife.22901.001

Hinton, G. (1986). Learning Representations by Back-Propagating Errors in a Layered 
Network. https://www.nature.com/articles/323533a0 

Hinton, G. (2022). The Forward-Forward Algorithm: Some Preliminary Investigations. 
http://arxiv.org/abs/2212.13345 

Kohan, A. A., Rietman, E. A., & Siegelmann, H. T. (2018a). Error Forward-
Propagation: Reusing Feedforward Connections to Propagate Errors in Deep Learning. 
http://arxiv.org/abs/1808.03357 

Kohan, A. A., Rietman, E. A., & Siegelmann, H. T. (2018b). Error Forward-
Propagation: Reusing Feedforward Connections to Propagate Errors in Deep Learning. 
http://arxiv.org/abs/1808.03357 

Kreiman, G., & Serre, T. (2020). Beyond the feedforward sweep: feedback 
computations in the visual cortex. In Annals of the New York Academy of Sciences (Vol. 
1464, Issue 1, pp. 222–241). Blackwell Publishing Inc. https://doi.org/10.1111/nyas.14320 

Lecun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. In Nature (Vol. 521, Issue 
7553, pp. 436–444). Nature Publishing Group. https://doi.org/10.1038/nature14539 

Lillicrap, T. P., Santoro, A., Marris, L., Akerman, C. J., & Hinton, G. (2020). 
Backpropagation and The Brain. Nature Reviews Neuroscience, 21(6), 335–346. 
https://doi.org/10.1038/s41583-020-0277-3 

Marblestone, A. H., Wayne, G., & Kording, K. P. (2016). Toward an Integration of 
Deep Learning and Neuroscience. Frontiers in Computational Neuroscience, 10(SEP). 
https://doi.org/10.3389/fncom.2016.00094 

Mazzonit, P., Andersent, R. A., & Jordant, M. I. (1991). A more biologically plausible 
learning rule for neural networks (reinforcement learning/coordinate 
transformation/posterior parietal cortex/sensorimotor integration/Hebbian synapses). In 
Proc. Nati. Acad. Sci. USA (Vol. 88). https://www.jstor.org/stable/2357059 

Pozzi, I., Bohté, S. M., & Roelfsema, P. R. (2020). Attention-Gated Brain Propagation: 
How The Brain Can Implement Reward-Based Error Backpropagation. 
https://proceedings.neurips.cc/paper/2020/hash/1abb1e1ea5f481b589da52303b091cbb-
Abstract.html 

Ravichandran, N. B. (2022). Brain-like combination of feedforward and recurrent 
network components achieves prototype extraction and robust pattern recognition. 
https://arxiv.org/abs/2206.15036 

Richards, B. A., & Lillicrap, T. P. (2019). Dendritic Solutions To The Credit 
Assignment Problem. In Current Opinion in Neurobiology (Vol. 54, pp. 28–36). Elsevier Ltd. 
https://doi.org/10.1016/j.conb.2018.08.003 

1117th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



Rockland, K. S. (2022). Notes on Visual Cortical Feedback and Feedforward 
Connections. Frontiers in Systems Neuroscience, 16.
https://doi.org/10.3389/fnsys.2022.784310

Scellier, B., & Bengio, Y. (2017). Equilibrium propagation: Bridging The Gap 
Between Energy-Based Models and Backpropagation. Frontiers in Computational 
Neuroscience, 11. https://doi.org/10.3389/fncom.2017.00024

Song, Y., Lukasiewicz, T., Xu, Z., & Bogacz, R. (2020). Can the Brain Do 
Backpropagation?-Exact Implementation of Backpropagation in Predictive Coding 
Networks.
https://proceedings.neurips.cc/paper/2020/hash/fec87a37cdeec1c6ecf8181c0aa2d3bf-
Abstract.html

Song, Y., Millidge, B., Salvatori, T., Lukasiewicz, T., Xu, Z., & Bogacz, R. (2022). 
Inferring Neural Activity Before Plasticity: A Foundation for Learning Beyond 
Backpropagation. https://doi.org/10.1101/2022.05.17.492325

Werbos, P. J. (1981). Applications of Advances in Nonlinear Sensitivity Analysis.
https://link.springer.com/chapter/10.1007/BFb0006203

Xie, X., Seung, H. S., & Hughes, H. (2003). Equivalence of Backpropagation and 
Contrastive Hebbian Learning in a Layered Network.
https://pubmed.ncbi.nlm.nih.gov/12590814/

A NEW LIGHTWEIGHT CONVOLUTIONAL NEURAL 

NETWORK SENGULNET: PERFORMANCE 

INVESTIGATION FOR THE SKIN CANCER 

DETECTION 
Sengul Dogan1*, Turker Tuncer1

*1Department of Digital Forensics Engineering, College of Technology, Firat University, 23119,

Elazig, Turkey

*sdogan@firat.edu.tr; turkertuncer@firat.edu.tr

Abstract

In this work, we introduce a novel deep-learning model called SengulNet and investigate 

its efficacy on a publicly available skin tumor image dataset. Our approach involves using this 

dataset to obtain comparative results, which we leverage to demonstrate the superior performance 

of SengulNet. SengulNet comprises an inception block as the initial block, followed by four

bottleneck blocks, and incorporates a depth concatenation block to address the vanishing gradient 

problem. Through experiments on the skin cancer dataset comprising two classes (malignant and 

benign), SengulNet achieves a remarkable testing accuracy of 87.12%. Moreover, we present a 

novel deep feature engineering model, which utilizes the pretrained SengulNet to extract features. 

This model utilizes neighborhood component analysis (NCA) for feature selection and support 

vector machine (SVM) for classification and achieves a classification accuracy of 88.33% on the 

same dataset. Our findings conclusively demonstrate the effectiveness of SengulNet as a deep 

learning model for skin tumor image classification and highlight the potential of our proposed deep 

feature engineering model for improving performance in related tasks.

Keywords: SengulNet; CNN; skin cancer classification; deep feature engineering.
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The skin, being the largest organ in the human body, has a multitude of functions, which include 

safeguarding the internal organs, shielding the body against potential harm, minimizing fluid loss, 
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The skin, being the largest organ in the human body, has a multitude of functions, which include 

safeguarding the internal organs, shielding the body against potential harm, minimizing fluid loss, 
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defending against microbes, shielding against hazardous ultraviolet rays, and regulating body 

temperature [1, 2].

Skin cancer is a complex disease that arises from the uncontrolled proliferation of skin cells, 

ultimately leading to the formation of malignant tumors [3, 4]. The scientific literature has 

identified several types of skin cancer, including melanoma, intraepithelial carcinoma, squamous 

cell carcinoma and basal cell carcinoma [5]. Basal cell carcinoma is the most common type, 

whereas melanoma is the most deadly [6]. While exposure to ultraviolet radiation from sunlight is 

a well-established risk factor for skin cancer, the disease can also manifest in areas of the skin that 

are not directly exposed to sunlight [7]. Skin cancer remains a significant public health concern 

and a challenging problem for medical research [8, 9].

Machine learning techniques are an important field that can automatically analyze medical images 

and help diagnose [10-12]. Machine learning-based automated systems have been developed in the 

literature to diagnose many diseases. Some recent studies related to skin cancer among these 

methods are given as follows. Karthik and Muthupandi [13] used convolutional neural networks

(CNN) and SVM methods for skin tumor detection. They selected the International Skin Imaging 

Collaboration (ISIC) dataset for experiments. They attained an accuracy of 98.50%. Ali and Al-

Marzouqi [14] proposed a melanoma detection method for regular CNN. They achieved an 

accuracy of 81.60% using the ISIC dataset. Alagu and Bagan [15] presented a skin cancer 

classification approach using the DenseNet method. They collected 500 skin cancer images. They 

obtained an accuracy of 95.00%. Gilani et al. [16] utilized spiking VGG-13 for skin cancer 

classification. They used 740 melanoma and 660 non-melanoma images and attained an accuracy 

of 89.57%. Tahir et al. [17] classified dermoscopic images for skin cancer detection. They used 

CNN and calculated a 94.17% accuracy value using three public datasets (containing 721 images).

Huang et al. [18] a skin cancer diagnosis method using YOLO5. They used 1854 skin cancer 

images. They attained an accuracy of 79.20%. Dandu et al. [19] developed a method for melanoma 

skin cancer detection. They used ISIC 2018 dataset for this aim. They obtained an accuracy of 

90.96 % using image feature extraction techniques.

1.1. Motivation and our model

Computer vision is an increasingly popular research area in machine learning and deep learning [20, 

21]. Numerous models have been proposed to classify images, with vision transformers and 

convolutional neural networks being the most prominent [22, 23]. Our primary objective is to 

introduce a new and highly competitive CNN model named SengulNet.

To design SengulNet, we draw inspiration from inception networks [24] and MobileNetV2 [25] and 

employ depth concatenation similar to dense networks in place of addition blocks. We integrate 

components from inception, mobile, and dense networks to create a model that outperforms existing 

approaches.

Our secondary objective is to make contributions to the field of deep feature engineering. Thus, we 

present a novel SengulNet-based deep feature engineering model that utilizes pretrained SengulNet 

to extract deep features from test images. Neighborhood component analysis (NCA) [26] is then 

used to select the most informative features from the generated features.

Overall, our proposed SengulNet model and SengulNet-based deep feature engineering approach 

demonstrate the potential for further advancements in computer vision and image classification.

1.2. Contribution

This paper proposes a new deep CNN model, SengulNet, and evaluates its performance on a public 

skin cancer image dataset. Our research presents several innovations and contributions to the field 

of computer vision.

Innovations:

- A novel CNN architecture, SengulNet, has been proposed.

- A new deep feature engineering model has been introduced.

Contributions:

- Existing CNNs are often used or modified to ensure high classification performance,

particularly those based on the VGG architecture. Our research proposes a competitive

CNN, SengulNet, as an alternative to existing models.

- We evaluate the performance of SengulNet on a public skin cancer image dataset, achieving

a testing accuracy of 87.12%.

- To further contribute to the field of deep feature engineering, we present a novel model that

extracts deep features from pretrained SengulNet and applies neighborhood component

analysis (NCA) and support vector machines (SVM) [27] for classification. This approach

achieved a classification accuracy of 88.33% on the test images.

Our proposed SengulNet model and deep feature engineering approach demonstrate promising 

results and hold potential for future advancements in image classification and computer vision.
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2. DATASET

In this section, we have utilized a publicly available image dataset that can be accessed on Kaggle 

[28]. The dataset comprises 3297 images categorized into two classes: (i) benign and (ii) malignant. 

The dataset contains 1800 benign and 1497 malignant tumor images, and all the images are in JPG

format with a size of 224 × 224. The distribution of the dataset is shown in Table 1.  

Table 1. Characteristic of the used skin tumor image dataset.

Category Train Test

Benign 1440 360

Malign 1197 300

Total 2637 660

The sample images of this dataset are also depicted in Figure 1.

(a) Benign

(b) Malignant

Fig. 1. Samples of the used dataset per the class. 

3. SENGULNET

The primary objective of this section is to provide a detailed exposition of our newly introduced 

SengulNet model. Our proposal is centered around a lightweight convolutional neural network 

(CNN) with only 3.9 million learnable parameters. This network architecture constitutes a highly 

efficient solution in this domain. A general block diagram of the SengulNet is presented in

Figure 2, facilitating a comprehensive understanding of our proposed architecture.

Fig. 2. The sketch of the proposed SengulNet 

As depicted in Figure 2, the proposed SengulNet consists of three different types of blocks,

namely, inception, bottleneck + merging, and classification blocks. In this section, we provide a 

detailed explanation of each block. 

3.1. Inception block

The proposed model's initial block is the inception block, which uses two types of convolution to 

extract diverse features. Figure 3 illustrates the block diagram of this block.

Fig. 3. Initial inception block. 

The transition of this block is listed in Table 2.

116 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



2. DATASET

In this section, we have utilized a publicly available image dataset that can be accessed on Kaggle 

[28]. The dataset comprises 3297 images categorized into two classes: (i) benign and (ii) malignant. 

The dataset contains 1800 benign and 1497 malignant tumor images, and all the images are in JPG

format with a size of 224 × 224. The distribution of the dataset is shown in Table 1.  

Table 1. Characteristic of the used skin tumor image dataset.

Category Train Test

Benign 1440 360

Malign 1197 300

Total 2637 660

The sample images of this dataset are also depicted in Figure 1.

(a) Benign

(b) Malignant

Fig. 1. Samples of the used dataset per the class. 

3. SENGULNET

The primary objective of this section is to provide a detailed exposition of our newly introduced 

SengulNet model. Our proposal is centered around a lightweight convolutional neural network 

(CNN) with only 3.9 million learnable parameters. This network architecture constitutes a highly 

efficient solution in this domain. A general block diagram of the SengulNet is presented in

Figure 2, facilitating a comprehensive understanding of our proposed architecture.

Fig. 2. The sketch of the proposed SengulNet 

As depicted in Figure 2, the proposed SengulNet consists of three different types of blocks,

namely, inception, bottleneck + merging, and classification blocks. In this section, we provide a 

detailed explanation of each block. 

3.1. Inception block

The proposed model's initial block is the inception block, which uses two types of convolution to 

extract diverse features. Figure 3 illustrates the block diagram of this block.

Fig. 3. Initial inception block. 

The transition of this block is listed in Table 2.

1177th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



Table 2. Parameters of the inception block. 

No Input Operation Filter Stride Output

1 224×224×3 Convolution 3×3×3×32 2× 2 112×112×32

2 112×112×32 Batch 

normalization

- - 112×112×32

3 112×112×32 ReLu - - 112×112×32

4 224×224×3 Convolution 1×1×3×32 2× 2 112×112×32

5 112×112×32 Batch 

normalization

- - 112×112×32

6 112×112×32 ReLu - - 112×112×32

7 112×112×32×2 Depth 

concatenation

- - 112×112×64

3.2. Bottleneck + merging block 

In our proposed SengulNet, we have incorporated a bottleneck + merging block, which is inspired 

by the MobileNet architecture. This block is designed to generate compact features while

minimizing the computational cost. To address the issue of vanishing gradients, we have employed 

a depth concatenation block, which concatenates the input with the output of the block. 

Additionally, we have used maximum pooling to reduce the size of the features/activations. 

However, in the last block, we have avoided using maximum pooling as it can cause the routing 

problem by routing the peak values to the next layer. Instead, we have used 3×3 sized convolutions 

in the first and third convolution layers. In the bottleneck, we have used pixel-wise 

convolution. The detailed architecture of this block has been illustrated in Figure 4.

Fig. 4. Sketch of the proposed bottleneck + merging.

In this work, we have employed grouped convolutions with 3×3 sized filters, which have been 

shown to be effective in increasing the number of filters while keeping the computational cost 

under control. Additionally, we have utilized 1×1 sized filters in the convolution layer, reducing 

the number of filters by half compared to the previous layer.   

3.3. Classification  

In the final stage of the SengulNet architecture, we employ the classification block for the purpose

of image classification. The illustration of this block can be observed in Figure 5.

Fig. 5. Block diagram of the classification block. 

In order to present deep feature engineering models, our presented SengulNet utilizes global 

average pooling (gapool), fc_1, and batchnorm_16 layers to obtain features from the pretrained 

network. The model includes two fully connected layers, with the first fully connected layer having 

a size of 256 and the second fully connected layer having a size equal to the number of classes. 

The architecture of our model is designed to enable effective deep-feature engineering. 

4. PRETRAINED SENGULNET-BASED DEEP FEATURE ENGINEERING MODEL 

This section presents a deep feature engineering model utilizing our proposed SengulNet. 

Specifically, we trained the SengulNet using the training images and extracted features from the

gapool, fc_1, and batchnorm_16 layers. From these layers, 5120, 256, and 256 features were 

extracted, respectively, resulting in a total of 5632 features per image. We employed the NCA 

feature selector and selected the top 512 features to reduce the dimensionality and select the most

informative features. Finally, we fed the selected features into an SVM classifier. The block 

diagram of this deep feature engineering model is shown in Figure 6.
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Table 2. Parameters of the inception block. 

No Input Operation Filter Stride Output

1 224×224×3 Convolution 3×3×3×32 2× 2 112×112×32

2 112×112×32 Batch 

normalization

- - 112×112×32

3 112×112×32 ReLu - - 112×112×32

4 224×224×3 Convolution 1×1×3×32 2× 2 112×112×32

5 112×112×32 Batch 

normalization

- - 112×112×32

6 112×112×32 ReLu - - 112×112×32

7 112×112×32×2 Depth 

concatenation

- - 112×112×64
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by the MobileNet architecture. This block is designed to generate compact features while

minimizing the computational cost. To address the issue of vanishing gradients, we have employed 

a depth concatenation block, which concatenates the input with the output of the block. 
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However, in the last block, we have avoided using maximum pooling as it can cause the routing 

problem by routing the peak values to the next layer. Instead, we have used 3×3 sized convolutions 

in the first and third convolution layers. In the bottleneck, we have used pixel-wise 

convolution. The detailed architecture of this block has been illustrated in Figure 4.
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under control. Additionally, we have utilized 1×1 sized filters in the convolution layer, reducing 

the number of filters by half compared to the previous layer.   
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In the final stage of the SengulNet architecture, we employ the classification block for the purpose

of image classification. The illustration of this block can be observed in Figure 5.
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In order to present deep feature engineering models, our presented SengulNet utilizes global 

average pooling (gapool), fc_1, and batchnorm_16 layers to obtain features from the pretrained 

network. The model includes two fully connected layers, with the first fully connected layer having 

a size of 256 and the second fully connected layer having a size equal to the number of classes. 

The architecture of our model is designed to enable effective deep-feature engineering. 

4. PRETRAINED SENGULNET-BASED DEEP FEATURE ENGINEERING MODEL 

This section presents a deep feature engineering model utilizing our proposed SengulNet. 

Specifically, we trained the SengulNet using the training images and extracted features from the

gapool, fc_1, and batchnorm_16 layers. From these layers, 5120, 256, and 256 features were 

extracted, respectively, resulting in a total of 5632 features per image. We employed the NCA 

feature selector and selected the top 512 features to reduce the dimensionality and select the most

informative features. Finally, we fed the selected features into an SVM classifier. The block 

diagram of this deep feature engineering model is shown in Figure 6.
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Fig. 6. The proposed SengulNet-based deep feature extraction model. 

Steps of this deep feature extraction model are given below. 

Step 1: Read each image from the test image dataset.  

Step 2: Load the pretrained SengulNet.  

Step 3: Extract features from the GAP (global average pooling), Fc1 (fully connected), and BN 

(batch normalization).  

Step 4: Merge these features and obtain the final feature vector.  

Step 5: Select the most informative 512 features from the generated 5632 features by deploying 

NCA.

Step 6: Classify the selected features by applying linear SVM with 10-fold cross-validation. 

5. PERFORMANCE ANALYSIS

In this section, we present a performance analysis of the proposed models. The dataset used in this 

study was downloaded from the Kaggle website and consisted of training and test folders. We used 

only the original images without any augmentation or modification. The test results of our models

were calculated using two methods: (i) SengulNet and (ii) deep feature engineering model. These 

models were implemented on a computer with a simple configuration and an Nvidia 2070 GPU.

We used MATLAB as the programming environment, and the computer had 64 GB memory, a 3.6 

GHz processor, and Windows 11 operating system. 

We first created the proposed SengulNet using the deep network designer of MATLAB and trained 

it on the training images. The training options for this CNN are as follows: learning rate = 0.005, 

number of epochs = 30, mini-batch size = 32, and optimizer = stochastic gradient descent. In the

second (deep feature engineering model) model, we used three layers (gapool/GAP, fc_1, and 

batchnorm_16) to generate features. NCA with default settings was used to select the most 

informative features. In the classification phase, linear SVM was used, and 10-fold cross-validation 

was utilized as the validation technique. 

We trained the proposed SengulNet with a 75:25 training and validation ratio. The training and 

validation accuracy curves are depicted in Figure 7. 

Fig. 7. Training and validation curve of the proposed SengulNet on the used skin tumor image 

dataset.

As seen in Figure 7, our proposed model achieved a validation accuracy of 84.58% and an 

average training accuracy of 89.87% for the skin tumor image dataset. Moreover, we applied this 

trained SengulNet to the test images, and the calculated test results are reported in Table 3.

Table 3. Confusion matrix of the presented SengulNet for test images.

Actual Predicted Recall (%)

Benign Malignant

Benign 331 29 97.94

Malignant 56 244 81.33

Precision (%) 85.33 89.38 Accuracy (%):87.12
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Step 1: Read each image from the test image dataset.  

Step 2: Load the pretrained SengulNet.  

Step 3: Extract features from the GAP (global average pooling), Fc1 (fully connected), and BN 

(batch normalization).  

Step 4: Merge these features and obtain the final feature vector.  

Step 5: Select the most informative 512 features from the generated 5632 features by deploying 
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Step 6: Classify the selected features by applying linear SVM with 10-fold cross-validation. 
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In this section, we present a performance analysis of the proposed models. The dataset used in this 

study was downloaded from the Kaggle website and consisted of training and test folders. We used 

only the original images without any augmentation or modification. The test results of our models

were calculated using two methods: (i) SengulNet and (ii) deep feature engineering model. These 

models were implemented on a computer with a simple configuration and an Nvidia 2070 GPU.

We used MATLAB as the programming environment, and the computer had 64 GB memory, a 3.6 

GHz processor, and Windows 11 operating system. 

We first created the proposed SengulNet using the deep network designer of MATLAB and trained 

it on the training images. The training options for this CNN are as follows: learning rate = 0.005, 

number of epochs = 30, mini-batch size = 32, and optimizer = stochastic gradient descent. In the

second (deep feature engineering model) model, we used three layers (gapool/GAP, fc_1, and 

batchnorm_16) to generate features. NCA with default settings was used to select the most 

informative features. In the classification phase, linear SVM was used, and 10-fold cross-validation 

was utilized as the validation technique. 

We trained the proposed SengulNet with a 75:25 training and validation ratio. The training and 

validation accuracy curves are depicted in Figure 7. 

Fig. 7. Training and validation curve of the proposed SengulNet on the used skin tumor image 

dataset.

As seen in Figure 7, our proposed model achieved a validation accuracy of 84.58% and an 

average training accuracy of 89.87% for the skin tumor image dataset. Moreover, we applied this 

trained SengulNet to the test images, and the calculated test results are reported in Table 3.

Table 3. Confusion matrix of the presented SengulNet for test images.

Actual Predicted Recall (%)

Benign Malignant

Benign 331 29 97.94

Malignant 56 244 81.33

Precision (%) 85.33 89.38 Accuracy (%):87.12
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Table 3 demonstrated that our presented SengulNet attained 87.12% testing accuracy. Moreover, 

the confusion matrix of the proposed deep feature engineering model is depicted in Table 4. 

Table 4. Confusion matrix of the presented SengulNet-based deep feature engineering model for 

test images. 

Actual Predicted Recall (%)

Benign Malignant

Benign 317 43 88.06

Malignant 34 266 88.67

Precision (%) 90.31 86.08 Accuracy (%):88.33

The test results of the proposed SengulNet-based deep feature engineering model achieved 88.33%

classification accuracy.  

In order to show the superiority of our model, we have compared our model to MobileNetV2 

and the calculated comparative results have been depicted in Figure 8.  

Fig. 8. Comparative results.

As depicted in Figure 8, our proposed SengulNet-based model outperformed the MobileNetV2 

model. It is worth noting that the MobileNetV2-based model is a deep feature engineering (DFE) 

model that uses 1000 features and an SVM classifier for classification [29]. On the other hand, our

proposed SengulNet-based DFE model uses only 512 features (which is fewer than the other

model) and achieved over 1.80% classification performance than the MobileNetV2-based model.  

6. CONCLUSIONS

We presented a new competitive CNN in this work named SengulNet. The proposed SengulNet 

model achieved promising results in accuracy, with a validation accuracy of 84.58% and an average 

training accuracy of 89.87%. Moreover, when compared to the MobileNetV2-based model used in 

a previous study, our SengulNet-based DFE model showed significantly better performance, 

achieving over 1.80% classification performance than the MobileNetV2-based model.

The proposed SengulNet model utilizes two grouped convolution layers with 3×3 sized filters and 

one convolution layer with 1×1 sized filters. Additionally, the model utilizes two fully connected 

layers with sizes of 256 and the number of classes, and global average pooling, fc_1, and 

batchnorm_16 layers are used to extract features. These features are then fed to an NCA feature 

selector to select the most informative 512 features, which are then classified using a linear SVM

with 10-fold cross-validation.

In conclusion, the presented SengulNet model and the associated deep feature engineering model 

offer a promising approach for skin tumor classification. The model's superior performance when 

compared to the MobileNetV2 shows its potential to be used as an effective tool for skin cancer 

diagnosis. 
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Table 3 demonstrated that our presented SengulNet attained 87.12% testing accuracy. Moreover, 

the confusion matrix of the proposed deep feature engineering model is depicted in Table 4. 

Table 4. Confusion matrix of the presented SengulNet-based deep feature engineering model for 
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Precision (%) 90.31 86.08 Accuracy (%):88.33

The test results of the proposed SengulNet-based deep feature engineering model achieved 88.33%
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In order to show the superiority of our model, we have compared our model to MobileNetV2 

and the calculated comparative results have been depicted in Figure 8.  
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model achieved promising results in accuracy, with a validation accuracy of 84.58% and an average 

training accuracy of 89.87%. Moreover, when compared to the MobileNetV2-based model used in 

a previous study, our SengulNet-based DFE model showed significantly better performance, 

achieving over 1.80% classification performance than the MobileNetV2-based model.

The proposed SengulNet model utilizes two grouped convolution layers with 3×3 sized filters and 

one convolution layer with 1×1 sized filters. Additionally, the model utilizes two fully connected 

layers with sizes of 256 and the number of classes, and global average pooling, fc_1, and 

batchnorm_16 layers are used to extract features. These features are then fed to an NCA feature 

selector to select the most informative 512 features, which are then classified using a linear SVM
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In conclusion, the presented SengulNet model and the associated deep feature engineering model 

offer a promising approach for skin tumor classification. The model's superior performance when 

compared to the MobileNetV2 shows its potential to be used as an effective tool for skin cancer 
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Appendix

The real code of the proposed SengulNet is demonstrated below.
tempLayers = imageInputLayer([224 224 3],"Name","imageinput"); 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([1 1],32,"Name","conv_2","Padding","same","Stride",[2 2]) 

    batchNormalizationLayer("Name","batchnorm_2") 

    reluLayer("Name","relu_2")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([3 3],32,"Name","conv_1","Padding","same","Stride",[2 2]) 

    batchNormalizationLayer("Name","batchnorm_1") 

    reluLayer("Name","relu_1")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_1") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_1","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_3") 

    reluLayer("Name","relu_3")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([1 1],64,"Name","conv_3","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_4") 

    reluLayer("Name","relu_4") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_2","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_5")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_2") 

    reluLayer("Name","relu_5") 

    maxPooling2dLayer([3 3],"Name","maxpool_1","Padding","same","Stride",[2 2]) 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_3","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_6") 

    reluLayer("Name","relu_6")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([1 1],128,"Name","conv_4","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_7") 

    reluLayer("Name","relu_7") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_4","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_8")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_3") 

    reluLayer("Name","relu_8") 

    maxPooling2dLayer([3 3],"Name","maxpool_2","Padding","same","Stride",[2 2]) 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_5","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_9") 

    reluLayer("Name","relu_9")]; 

lgraph = addLayers(lgraph,tempLayers); 
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Appendix

The real code of the proposed SengulNet is demonstrated below.
tempLayers = imageInputLayer([224 224 3],"Name","imageinput"); 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([1 1],32,"Name","conv_2","Padding","same","Stride",[2 2]) 

    batchNormalizationLayer("Name","batchnorm_2") 

    reluLayer("Name","relu_2")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([3 3],32,"Name","conv_1","Padding","same","Stride",[2 2]) 

    batchNormalizationLayer("Name","batchnorm_1") 

    reluLayer("Name","relu_1")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_1") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_1","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_3") 

    reluLayer("Name","relu_3")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([1 1],64,"Name","conv_3","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_4") 

    reluLayer("Name","relu_4") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_2","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_5")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_2") 

    reluLayer("Name","relu_5") 

    maxPooling2dLayer([3 3],"Name","maxpool_1","Padding","same","Stride",[2 2]) 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_3","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_6") 

    reluLayer("Name","relu_6")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([1 1],128,"Name","conv_4","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_7") 

    reluLayer("Name","relu_7") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_4","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_8")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_3") 

    reluLayer("Name","relu_8") 

    maxPooling2dLayer([3 3],"Name","maxpool_2","Padding","same","Stride",[2 2]) 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_5","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_9") 

    reluLayer("Name","relu_9")]; 

lgraph = addLayers(lgraph,tempLayers); 
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tempLayers = [ 

    convolution2dLayer([1 1],256,"Name","conv_5","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_10") 

    reluLayer("Name","relu_10") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_6","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_11")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_4") 

    reluLayer("Name","relu_11") 

    maxPooling2dLayer([3 3],"Name","maxpool_3","Padding","same","Stride",[2 2]) 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_7","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_12") 

    reluLayer("Name","relu_12")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([1 1],512,"Name","conv_6","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_13") 

    reluLayer("Name","relu_13") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_8","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_14")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_5") 

    reluLayer("Name","relu_14") 

    batchNormalizationLayer("Name","batchnorm_15") 

    globalAveragePooling2dLayer("Name","gapool") 

    fullyConnectedLayer(256,"Name","fc_1") 

    batchNormalizationLayer("Name","batchnorm_16") 

    fullyConnectedLayer(2,"Name","fc_2") 

    softmaxLayer("Name","softmax") 

    classificationLayer("Name","classoutput")]; 

lgraph = addLayers(lgraph,tempLayers); 

% clean up helper variable 

clear tempLayers; 
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tempLayers = [ 

    convolution2dLayer([1 1],256,"Name","conv_5","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_10") 

    reluLayer("Name","relu_10") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_6","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_11")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_4") 

    reluLayer("Name","relu_11") 

    maxPooling2dLayer([3 3],"Name","maxpool_3","Padding","same","Stride",[2 2]) 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_7","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_12") 

    reluLayer("Name","relu_12")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    convolution2dLayer([1 1],512,"Name","conv_6","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_13") 

    reluLayer("Name","relu_13") 

    groupedConvolution2dLayer([3 3],2,"channel-

wise","Name","groupedconv_8","Padding","same") 

    batchNormalizationLayer("Name","batchnorm_14")]; 

lgraph = addLayers(lgraph,tempLayers); 

tempLayers = [ 

    depthConcatenationLayer(2,"Name","depthcat_5") 

    reluLayer("Name","relu_14") 

    batchNormalizationLayer("Name","batchnorm_15") 

    globalAveragePooling2dLayer("Name","gapool") 

    fullyConnectedLayer(256,"Name","fc_1") 

    batchNormalizationLayer("Name","batchnorm_16") 

    fullyConnectedLayer(2,"Name","fc_2") 

    softmaxLayer("Name","softmax") 

    classificationLayer("Name","classoutput")]; 

lgraph = addLayers(lgraph,tempLayers); 

% clean up helper variable 

clear tempLayers; 
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Abstract 

Smart home systems are frequently preferred today because they bring the standard of 
living to higher levels. The variety of Internet of Things (IoT) devices used in smart homes is 
also increasing. With this increased demand and variety, there has been an increase in 
processing power and amount of storage, thus raising several security concerns. The 
heterogeneous use of blockchain technology is proposed to ensure transparency, privacy, and 
security of user data. Since blockchain technology is a distributed database in the network, it 
provides a homogeneous network structure to the IoT technology. Thanks to the immutability, 
transparency, authorization, authentication, and decentralization features of blockchain 
technology, data obtained from smart home devices and added to the chain become securely 
stored. In this study, an exemplary application has been carried out to ensure security,
transparency, and privacy in the smart home network using blockchain technology. In this 
application, 1 gateway, 1 DHT11 temperature and humidity sensor, 1 MQ2 gas sensor, and 3 
NodemCU ESP8266 cards are used. NodemCU ESP8266 card is preferred as the gateway. The 
gateway was used to transmit the data received from the sensors to the blockchain. Local storage 
and cloud storage were used for storage in the blockchain.

Keywords: Blockchain; Privacy; Security; Smart home; Transparency.

1.INTRODUCTION

In the near future, the use of smart home technology will become widespread in many 

homes [1]. Smart homes are residences that provide automated and intelligent services with a 

variety of devices, sensors, monitors, and interfaces connected to a network that provides 

security, comfort, and increased quality of life to people [2-4]. Smart homes are a network 

where various smart devices like smartphones and smart wall sockets are interconnected, and 

IoT is the basic platform of this network. Smart homes send and receive data in real-time. Users 

* This paper produces from the Master of Science thesis of Kadriye Nur Erman.

use multiple smart home products to control and monitor various functions depending on the 

home's network arrangement and user settings. The network structure of the smart home 

consists of devices communicating over the internet and embedded computers. This network 

structure is transitioning from conventional wired systems to wireless technologies [5]. The 

demand for the smart home market is increasing. Leading IT companies such as Google, 

Samsung, and Amazon have moved quickly to expand their smart home services and products 

by entering the nascent competitive market in response to this increasing demand [6-8]. 

According to predictions, the worldwide adoption rate of smart home appliances is expected to 

double from 10.62% in 2020 to 21.09% by 2025 [9]. Many IoT devices used in smart homes 

generate large amounts of data. For example, storing video information on the camera requires 

a large amount of memory area. Today, traditional information systems face different problems 

in managing and maintaining this produced smart home data. Data storage has been 

significantly impacted by the emergence of cloud storage technology. [10, 11]. It has reduced 

the storage cost and solved the storage capacity issue [12]. Smart home applications extensively 

utilize cloud technology. Despite all these comforts and while providing many benefits to smart 

homeowners, it poses risks for malicious cyber-attacks. Attackers can gain unauthorized access 

to smart homes, and access and modify user data. For example, it can access the temperature 

data and endanger the life and property of the user. This poses a risk to privacy and security. 

Centralized and traditional approaches to addressing these risks are susceptible to malicious 

attacks. The increasing prevalence of blockchain technology as a transparent and reliable 

technology in data storage opens new potentials for solving the serious problems of data 

integrity, security, and privacy in smart homes. Recently, blockchain technology is preferred to 

provide security in most new-generation IoT applications [13].

In this study, the MQ2 gas sensor, and a DHT11 temperature and humidity sensor were 

used in the smart home. To establish healthy communication in terms of communication, each 

sensor is connected to 1 NodemCU ESP8266 card. NodemCU ESP8266 card, which is used 

alone as a gateway, is preferred. The data received from the sensors is transferred to the 

gateway. After the gateway, it is stored on the blockchain.

The rest of the paper is organized as follows: In Section 2, the smart home is described. 

The recommended network configuration is given in Section 3. Finally, the paper is concluded 

in Section 4. 
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Abstract 

Smart home systems are frequently preferred today because they bring the standard of 
living to higher levels. The variety of Internet of Things (IoT) devices used in smart homes is 
also increasing. With this increased demand and variety, there has been an increase in 
processing power and amount of storage, thus raising several security concerns. The 
heterogeneous use of blockchain technology is proposed to ensure transparency, privacy, and 
security of user data. Since blockchain technology is a distributed database in the network, it 
provides a homogeneous network structure to the IoT technology. Thanks to the immutability, 
transparency, authorization, authentication, and decentralization features of blockchain 
technology, data obtained from smart home devices and added to the chain become securely 
stored. In this study, an exemplary application has been carried out to ensure security,
transparency, and privacy in the smart home network using blockchain technology. In this 
application, 1 gateway, 1 DHT11 temperature and humidity sensor, 1 MQ2 gas sensor, and 3 
NodemCU ESP8266 cards are used. NodemCU ESP8266 card is preferred as the gateway. The 
gateway was used to transmit the data received from the sensors to the blockchain. Local storage 
and cloud storage were used for storage in the blockchain.
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1.INTRODUCTION

In the near future, the use of smart home technology will become widespread in many 

homes [1]. Smart homes are residences that provide automated and intelligent services with a 

variety of devices, sensors, monitors, and interfaces connected to a network that provides 

security, comfort, and increased quality of life to people [2-4]. Smart homes are a network 

where various smart devices like smartphones and smart wall sockets are interconnected, and 

IoT is the basic platform of this network. Smart homes send and receive data in real-time. Users 

* This paper produces from the Master of Science thesis of Kadriye Nur Erman.

use multiple smart home products to control and monitor various functions depending on the 

home's network arrangement and user settings. The network structure of the smart home 

consists of devices communicating over the internet and embedded computers. This network 

structure is transitioning from conventional wired systems to wireless technologies [5]. The 

demand for the smart home market is increasing. Leading IT companies such as Google, 

Samsung, and Amazon have moved quickly to expand their smart home services and products 

by entering the nascent competitive market in response to this increasing demand [6-8]. 

According to predictions, the worldwide adoption rate of smart home appliances is expected to 

double from 10.62% in 2020 to 21.09% by 2025 [9]. Many IoT devices used in smart homes 

generate large amounts of data. For example, storing video information on the camera requires 

a large amount of memory area. Today, traditional information systems face different problems 

in managing and maintaining this produced smart home data. Data storage has been 

significantly impacted by the emergence of cloud storage technology. [10, 11]. It has reduced 

the storage cost and solved the storage capacity issue [12]. Smart home applications extensively 

utilize cloud technology. Despite all these comforts and while providing many benefits to smart 

homeowners, it poses risks for malicious cyber-attacks. Attackers can gain unauthorized access 

to smart homes, and access and modify user data. For example, it can access the temperature 

data and endanger the life and property of the user. This poses a risk to privacy and security. 

Centralized and traditional approaches to addressing these risks are susceptible to malicious 

attacks. The increasing prevalence of blockchain technology as a transparent and reliable 

technology in data storage opens new potentials for solving the serious problems of data 

integrity, security, and privacy in smart homes. Recently, blockchain technology is preferred to 

provide security in most new-generation IoT applications [13].

In this study, the MQ2 gas sensor, and a DHT11 temperature and humidity sensor were 

used in the smart home. To establish healthy communication in terms of communication, each 

sensor is connected to 1 NodemCU ESP8266 card. NodemCU ESP8266 card, which is used 

alone as a gateway, is preferred. The data received from the sensors is transferred to the 

gateway. After the gateway, it is stored on the blockchain.

The rest of the paper is organized as follows: In Section 2, the smart home is described. 

The recommended network configuration is given in Section 3. Finally, the paper is concluded 

in Section 4. 
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2.WHAT IS A SMART HOME?

In order to comprehend the operations of smart homes, it is necessary to know that there 

are various devices that make up the smart home and that these devices can be used, controlled, 

and regulated remotely. Smart homes are communicative networks, and these communicative 

networks help establish a personalized environment that fits the lifestyles of individuals in the 

smart home network and is involved in sending and receiving data between devices.

Gram-Hanssen and Darby define a smart home as “a home located in the context of 

frequent and regular communication services, allowing household members to monitor and 

remotely control sensors and devices in the communication network” [14].

As seen in Figure 1, the main technical feature of smart home systems is that a central 

control center acts as an intermediary between devices and sensors and smart home individuals. 

This central control is called the “home gateway”. It uses a set of communication protocols that 

connect the external network to the home network [15].

Figure 1. Structure of the smart home system

2.1. Necessary Elements for Executing a Blockchain-Powered Smart Home

Since the mining nodes in the blockchain network copy the entire blockchain, the prerequisites 

for the use of blockchain in smart homes will be made from the standpoint of a single mining 

node. The requirements are addressed through 4 implementation steps.

• Determining the smart home usage scenario: It is the stage where the system of the smart

home is determined according to the user's request. It is one of the essential steps

required before a smart home network adopts blockchain technology. It involves the

identification, interpretation, and synthesis of needs.

• Solution creation and testing: Creating a blockchain-based smart home solution

involves the consideration of numerous hardware and software parameters by

developers The key part of these parameters for the software is the selection of the

blockchain platform and the platform's consensus algorithm. The factors that determine

the selection criteria may vary, including the number of miners participating in the

network, the frequency of transactions taking place, and the rate at which new blocks 

are added. Hardware requirements depend on software architecture and system 

efficiency. It is the application of the realized prototype to the real smart home 

environment after proper determination of the software and hardware prerequisites.

• Integration and rollout: After the development and testing of the smart home blockchain

solution is finished potential complexities can be triggered in traditional systems

because the new platform poses unique advantages and constraints for each application

to conform to. Consequently, it is advisable to migrate entirely from outdated legacy

systems to newly established blockchain systems.

• Usability: At this stage, it is to create UX/UI (User experience/User Interface) for

usability. This step plays an important role because this is the interface where the user's

requests are received. Realizing a mobile or web-based interface can provide  healthy

communication between the user and the developer.

3. RECOMMENDED NETWORK CONFIGURATION

Integrating blockchain technology into smart home gateway storage is crucial for 

ensuring the secure and confidential transfer of data between sensors, IoT devices, and other 

environments. Although each smart home operates on a centralized network, implementing 

blockchain at the storage layer can transform the smart home network into a distributed 

network. The blockchain-based smart home framework comprises three layers: the "detection 

layer," "gateway layer," and "storage layer." The sensing layer, which is the first layer, includes 

the IoT devices and sensors found in a smart home. The gateway layer, the second layer, stores 

the data generated by the sensing layer and provides it to users as needed. Finally, the storage 

layer, the third layer, records the gateway ID and data processed by each gateway in the 

blockchain. The blocks are distributed to ensure that information is accessible to users at any 

time and from anywhere. This can be expressed as shown in Figure 2.
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2.WHAT IS A SMART HOME?

In order to comprehend the operations of smart homes, it is necessary to know that there 

are various devices that make up the smart home and that these devices can be used, controlled, 

and regulated remotely. Smart homes are communicative networks, and these communicative 

networks help establish a personalized environment that fits the lifestyles of individuals in the 

smart home network and is involved in sending and receiving data between devices.

Gram-Hanssen and Darby define a smart home as “a home located in the context of 

frequent and regular communication services, allowing household members to monitor and 

remotely control sensors and devices in the communication network” [14].

As seen in Figure 1, the main technical feature of smart home systems is that a central 

control center acts as an intermediary between devices and sensors and smart home individuals. 

This central control is called the “home gateway”. It uses a set of communication protocols that 

connect the external network to the home network [15].

Figure 1. Structure of the smart home system

2.1. Necessary Elements for Executing a Blockchain-Powered Smart Home

Since the mining nodes in the blockchain network copy the entire blockchain, the prerequisites 

for the use of blockchain in smart homes will be made from the standpoint of a single mining 

node. The requirements are addressed through 4 implementation steps.

• Determining the smart home usage scenario: It is the stage where the system of the smart

home is determined according to the user's request. It is one of the essential steps

required before a smart home network adopts blockchain technology. It involves the

identification, interpretation, and synthesis of needs.

• Solution creation and testing: Creating a blockchain-based smart home solution

involves the consideration of numerous hardware and software parameters by

developers The key part of these parameters for the software is the selection of the

blockchain platform and the platform's consensus algorithm. The factors that determine

the selection criteria may vary, including the number of miners participating in the

network, the frequency of transactions taking place, and the rate at which new blocks 

are added. Hardware requirements depend on software architecture and system 

efficiency. It is the application of the realized prototype to the real smart home 

environment after proper determination of the software and hardware prerequisites.

• Integration and rollout: After the development and testing of the smart home blockchain

solution is finished potential complexities can be triggered in traditional systems

because the new platform poses unique advantages and constraints for each application

to conform to. Consequently, it is advisable to migrate entirely from outdated legacy

systems to newly established blockchain systems.

• Usability: At this stage, it is to create UX/UI (User experience/User Interface) for

usability. This step plays an important role because this is the interface where the user's

requests are received. Realizing a mobile or web-based interface can provide  healthy

communication between the user and the developer.

3. RECOMMENDED NETWORK CONFIGURATION

Integrating blockchain technology into smart home gateway storage is crucial for 

ensuring the secure and confidential transfer of data between sensors, IoT devices, and other 

environments. Although each smart home operates on a centralized network, implementing 

blockchain at the storage layer can transform the smart home network into a distributed 

network. The blockchain-based smart home framework comprises three layers: the "detection 

layer," "gateway layer," and "storage layer." The sensing layer, which is the first layer, includes 

the IoT devices and sensors found in a smart home. The gateway layer, the second layer, stores 

the data generated by the sensing layer and provides it to users as needed. Finally, the storage 

layer, the third layer, records the gateway ID and data processed by each gateway in the 

blockchain. The blocks are distributed to ensure that information is accessible to users at any 

time and from anywhere. This can be expressed as shown in Figure 2.
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Figure 2. Overview of the proposed network design

In the study, there are MQ2 gas, DHT11 temperature and humidity sensors in the first 

layer. These sensors are used with NodemCU ESP8266 card to communicate. The second layer 

contains the NodemCU ESP8266 board used as the gateway. In the third layer, there are areas 

used for storage. In the study, local and cloud storage was used to provide distributed storage.

Figure 3 shows the methodological flowchart of the architecture that allows data to be 

collected from devices and sensors at the edge, stored in the blockchain, and presented to users 

appropriately. The collected data goes through the hash generation and formatting process. 

Regular data analysis and maintenance are imperative to deliver users with relevant and 

essential information.

Figure 3. Flowchart of blockchain based cloud enabled architecture for smart home gateway

3.1. Recognizing Gateway Devices and Collecting Data

In this study, MAC addresses are used while transferring data. Each IoT device or sensor 

integrated into a smart home is linked to a gateway, with each component possessing a distinct 

MAC (Media Access Control Address) address. The MAC address is the identity used to 

identify every hardware device on a network. Gateways and devices are assigned static MAC 

addresses. The interconnection protocols and data storage process steps between devices and 

gateways are shown in Figure 4.

In this study, data is transferred between sensors, gateway, and storage layer according to 

certain rules. Transfer sequence and transfer rules are given in Figure 4.

1-2-3. Sensors identified by MAC addresses to a gateway must be verified on every transaction.

The sensors in the detection layer are registered directly to the gateway and automatically 

connected to the gateway. The gateway can get an ID from the sensor it connects to or get the 

relevant details from the connected sensor.

4. Gateways identified by MAC addresses to a sensor must be verified on each transaction.

Since the Gateway information is registered to the sensor and the sensor information is 

registered to the Gateway, there is no problem in communication.

5-6. The gateway decrypts to ensure that the correct and registered sensors are connected.

7. The gateway generates a request message to obtain the data generated by the sensors and

forwards it to the sensor.

8. Data request messages are sent to the sensor in encrypted form.

9-10. Encrypted data request messages are decoded in the sensor, the request is fulfilled, and

the information is sent encrypted to the gateway.

11-12. The gateway decrypts the received raw data and forwards it to the storage units and the

cloud or clouds located in the storage layer.

13. In the data warehouse, the information received from the sensors is stored encrypted.
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4.CONCLUSIONS

The growth of the Internet of Things (IoT) has been remarkable in both research and 

industry. However, security and privacy vulnerabilities have emerged as significant challenges 

in IoT. Blockchain technology, originally developed for the Bitcoin cryptocurrency, has shown 

potential in addressing the security and privacy concerns of peer-to-peer networks with similar 

topologies to IoT.

Only gateways registered to the blockchain should be able to send data, and only sensors 

or devices registered to gateways should be able to send data. It must be reliable, the data cannot 

be changed. Blockchain technology is a decentralized distributed database. So it is not centrally 

managed, data is stored in multiple databases. In the blockchain, blocks are created by holding

the hash value of the previous block header. This ensures that no data in the blockchain can be 

changed when a new block is added. In any change to be made, the chain is broken and is not 

accepted by the miner or miners. The slightest change to be made in each data that passes 

through the summary function causes a major change in the summary of the data. This causes 

a change in the chain structure and an unacceptable situation arises.

All data is recorded anonymously. According to the users who request the data, they are 

registered in the blockchain.

The smart home gateway should be designed to be resilient against potential attacks. 

Given that the media network and IoT are continually evolving, the attack methods targeting 

existing smart home gateways are constantly evolving as well. Moreover, IoT devices are 

usually resource-constrained, which means they have limited computing power and battery 

capacity. Under these conditions, an attacker can identify various attack scenarios depending 

on the target device.

In this study, a blockchain-based smart home application was implemented. According to 

the results obtained, a safer and more efficient smart home storage system in terms of privacy 

has been obtained.

The way data is stored in the cloud is often unstructured, which can make it difficult to 

manage and track. In contrast, blockchain technology offers a structured way of storing data 

that can be easily tracked using a unique hash key for each block. The blocks are linked together 

in a chain with the hash key of the previous block, providing a transparent record of all data 

transactions on the network. This data is validated and can be accessed by nodes on the network

while ensuring the anonymity of the user. Additionally, users can be securely removed from

the system to prevent third-party access to their information. By integrating the cloud with 

blockchain, businesses can increase their trust and offer on-demand services. Blockchain offers 

several key advantages over cloud computing, such as data transparency and authorization, and 

can provide cost-effective solutions. Therefore, adopting blockchain can enhance the security 

of data in the cloud.

REFERENCES

1. Stojkoska, B.L.R. and K.V. Trivodaliev, A review of Internet of Things for smart home:

Challenges and solutions. Journal of cleaner production, 2017. 140: p. 1454-1464.

2. Kim, Y., Y. Park, and J. Choi, A study on the adoption of IoT smart home service: using

Value-based Adoption Model. Total Quality Management & Business Excellence, 2017.

28(9-10): p. 1149-1165.

3. Fisk, M.J., The implications of smart home technologies, in Inclusive housing in an ageing

society. 2001, Policy Press. p. 101-124.

4. Wilson, C., T. Hargreaves, and R. Hauxwell-Baldwin, Benefits and risks of smart home

technologies. Energy Policy, 2017. 103: p. 72-83.

5. Wang, J., et al., Energy efficient routing algorithm with mobile sink support for wireless

sensor networks. Sensors, 2019. 19(7): p. 1494.

6. Pal, D., et al., Analyzing the elderly users’ adoption of smart-home services. IEEE access,

2018. 6: p. 51238-51252.

7. Shin, J., Y. Park, and D. Lee, Who will be smart home users? An analysis of adoption and

diffusion of smart homes. Technological Forecasting and Social Change, 2018. 134: p. 246-

253.

8. Sanguinetti, A., et al., What’s energy management got to do with it? Exploring the role of

energy management in the smart home adoption process. Energy efficiency, 2018. 11(7):

p. 1897-1911.

9. Statista. Smart Home penetration rate forecast in the world from 2017 to 2025. 2022  [cited

2022; Available from: https://www.statista.com/forecasts/887636/penetration-rate-of-

smart-homes-in-the-world

10. Zhao, W., et al., ETC-IoT: Edge-node-assisted transmitting for the cloud-centric internet

of things. IEEE Network, 2018. 32(3): p. 101-107.

11. Han, D.-M. and J.-H. Lim, Design and implementation of smart home energy management

systems based on zigbee. IEEE Transactions on Consumer Electronics, 2010. 56(3): p.

1417-1425.

136 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



4.CONCLUSIONS

The growth of the Internet of Things (IoT) has been remarkable in both research and 

industry. However, security and privacy vulnerabilities have emerged as significant challenges 

in IoT. Blockchain technology, originally developed for the Bitcoin cryptocurrency, has shown 

potential in addressing the security and privacy concerns of peer-to-peer networks with similar 

topologies to IoT.

Only gateways registered to the blockchain should be able to send data, and only sensors 

or devices registered to gateways should be able to send data. It must be reliable, the data cannot 

be changed. Blockchain technology is a decentralized distributed database. So it is not centrally 

managed, data is stored in multiple databases. In the blockchain, blocks are created by holding

the hash value of the previous block header. This ensures that no data in the blockchain can be 

changed when a new block is added. In any change to be made, the chain is broken and is not 

accepted by the miner or miners. The slightest change to be made in each data that passes 

through the summary function causes a major change in the summary of the data. This causes 

a change in the chain structure and an unacceptable situation arises.

All data is recorded anonymously. According to the users who request the data, they are 

registered in the blockchain.

The smart home gateway should be designed to be resilient against potential attacks. 

Given that the media network and IoT are continually evolving, the attack methods targeting 

existing smart home gateways are constantly evolving as well. Moreover, IoT devices are 

usually resource-constrained, which means they have limited computing power and battery 

capacity. Under these conditions, an attacker can identify various attack scenarios depending 

on the target device.

In this study, a blockchain-based smart home application was implemented. According to 

the results obtained, a safer and more efficient smart home storage system in terms of privacy 

has been obtained.

The way data is stored in the cloud is often unstructured, which can make it difficult to 

manage and track. In contrast, blockchain technology offers a structured way of storing data 

that can be easily tracked using a unique hash key for each block. The blocks are linked together 

in a chain with the hash key of the previous block, providing a transparent record of all data 

transactions on the network. This data is validated and can be accessed by nodes on the network

while ensuring the anonymity of the user. Additionally, users can be securely removed from

the system to prevent third-party access to their information. By integrating the cloud with 

blockchain, businesses can increase their trust and offer on-demand services. Blockchain offers 

several key advantages over cloud computing, such as data transparency and authorization, and 

can provide cost-effective solutions. Therefore, adopting blockchain can enhance the security 

of data in the cloud.

REFERENCES

1. Stojkoska, B.L.R. and K.V. Trivodaliev, A review of Internet of Things for smart home:

Challenges and solutions. Journal of cleaner production, 2017. 140: p. 1454-1464.

2. Kim, Y., Y. Park, and J. Choi, A study on the adoption of IoT smart home service: using

Value-based Adoption Model. Total Quality Management & Business Excellence, 2017.

28(9-10): p. 1149-1165.

3. Fisk, M.J., The implications of smart home technologies, in Inclusive housing in an ageing

society. 2001, Policy Press. p. 101-124.

4. Wilson, C., T. Hargreaves, and R. Hauxwell-Baldwin, Benefits and risks of smart home

technologies. Energy Policy, 2017. 103: p. 72-83.

5. Wang, J., et al., Energy efficient routing algorithm with mobile sink support for wireless

sensor networks. Sensors, 2019. 19(7): p. 1494.

6. Pal, D., et al., Analyzing the elderly users’ adoption of smart-home services. IEEE access,

2018. 6: p. 51238-51252.

7. Shin, J., Y. Park, and D. Lee, Who will be smart home users? An analysis of adoption and

diffusion of smart homes. Technological Forecasting and Social Change, 2018. 134: p. 246-

253.

8. Sanguinetti, A., et al., What’s energy management got to do with it? Exploring the role of

energy management in the smart home adoption process. Energy efficiency, 2018. 11(7):

p. 1897-1911.

9. Statista. Smart Home penetration rate forecast in the world from 2017 to 2025. 2022  [cited

2022; Available from: https://www.statista.com/forecasts/887636/penetration-rate-of-

smart-homes-in-the-world

10. Zhao, W., et al., ETC-IoT: Edge-node-assisted transmitting for the cloud-centric internet

of things. IEEE Network, 2018. 32(3): p. 101-107.

11. Han, D.-M. and J.-H. Lim, Design and implementation of smart home energy management

systems based on zigbee. IEEE Transactions on Consumer Electronics, 2010. 56(3): p.

1417-1425.

1377th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



12. Alam, M.R., M. St-Hilaire, and T. Kunz, Peer-to-peer energy trading among smart homes.

Applied energy, 2019. 238: p. 1434-1443.

13. Sharma, P.K., S. Rathore, and J.H. Park, DistArch-SCNet: blockchain-based distributed

architecture with li-fi communication for a scalable smart city network. IEEE Consumer

Electronics Magazine, 2018. 7(4): p. 55-64.

14. Gram-Hanssen, K. and S.J. Darby, “Home is where the smart is”? Evaluating smart home

research and approaches against the concept of home. Energy Research & Social Science,

2018. 37: p. 94-101.

15. Li, M., et al., Smart home: architecture, technologies and systems. Procedia computer

science, 2018. 131: p. 393-400.

INVESTIGATION OF THE CHARACTERISTICS OF
AA6060 ALLOY UNDER THREE-POINT BENDING

USING EXPERIMENTAL AND NUMERICAL
METHODOLOGIES

Devran Demir1, Bora Şener2, Emre Esener*1

*1 Department of Mechanical Engineering, Bilecik Şeyh Edebali University, Bilecik, Turkey
2 Department of Mechanical Engineering, Yildiz Technical University, İstanbul, Turkey

devran.dmr41@gmail.com, borasen@yildiz.edu.tr, emre.esener@bilecik.edu.tr

Abstract 

In this study, the deformation behavior of 6060 aluminum alloy profile structure under 
three-point bending load was investigated experimentally and numerically. In this purpose, the
use of crash-critical profile structures, which are used to increase safety against collisions, 
especially in automobiles, are examined. Within the scope of the paper, three-point bending
tests were carried out using aluminum 6060 alloy, which has elliptical cross-section geometry 
with 100 mm and 200 mm span distances and 5 mm punch radius has been obtained 
experimentally. As a result of the experimental studies, it has been determined that the force 
required for bending of the material is decreases when the distances beetwen the spans increase. 
In the second step of the study, finite element analyses were performed using σ-based Hill-48
(S) and r-based Hill-48 (r) plasticity models, and forming force-punch stroke curves and shaped
product forms were compared with the experimental results. As a result of the comparisons, it
was determined that the forming force-punch storke curves and product forms obtained from
finite element analyses were compatible with the experimental results.

Keywords: Profiles; Three-point bending; Aluminum alloy, Finite element analyses.

1.INTRODUCTION

In recent years, the trend of the world has turned towards vehicles that are more resistant to 
collisions, lighter and more fuel efficient [1]. For this purpose, automobile manufacturers are 
working on features such as lightening vehicle parts by preserving their high strength properties 
at the time of collision and reducing carbon dioxide emissions [2]. On the other hand, 
automobile accidents such as front and side crashes occur frequently around the world, many 
reports of car crashes show that side crash has a secondary major accident rate after frontal 
crash [3]. For this reason, automobile manufacturers have produced components that increase 
safety in the event of a collision, such as airbags, energy-absorbing steering columns and side 
door impact beams [4]. In the early 1960s, a beam was placed inside the side door for the first 
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In this study, the deformation behavior of 6060 aluminum alloy profile structure under 
three-point bending load was investigated experimentally and numerically. In this purpose, the
use of crash-critical profile structures, which are used to increase safety against collisions, 
especially in automobiles, are examined. Within the scope of the paper, three-point bending
tests were carried out using aluminum 6060 alloy, which has elliptical cross-section geometry 
with 100 mm and 200 mm span distances and 5 mm punch radius has been obtained 
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1.INTRODUCTION

In recent years, the trend of the world has turned towards vehicles that are more resistant to 
collisions, lighter and more fuel efficient [1]. For this purpose, automobile manufacturers are 
working on features such as lightening vehicle parts by preserving their high strength properties 
at the time of collision and reducing carbon dioxide emissions [2]. On the other hand, 
automobile accidents such as front and side crashes occur frequently around the world, many 
reports of car crashes show that side crash has a secondary major accident rate after frontal 
crash [3]. For this reason, automobile manufacturers have produced components that increase 
safety in the event of a collision, such as airbags, energy-absorbing steering columns and side 
door impact beams [4]. In the early 1960s, a beam was placed inside the side door for the first 
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time by General Motors, in order to prevent the instability of side collisions due to the minimum 
gap between the car side door and the passenger compartment [4]. The design of the side body 
elements such as the side door impact beam is rather complicated to arrange the side body 
elements, which can maintain their rigidity while absorbing the energy during a side impact 
compared to front and rear impacts [5, 6]. Damage to the side door impact beam during an 
accident can be simplified to a three-point bending mechanism. Fig. 1 shows a simulative of 
the three-point bending arrangement.

Fig. 1. Three point bending test of side door impact beam [7]

These elements are used both to provide safety during a side collision and to distribute the 
energy distribution more smoothly and effectively in front and rear collision situations [8, 9].
Impact beams are used to reduce the damage to the passengers in the passenger compartment 
by absorbing the kinetic energy that occurs with the deformation that will occur in the side door 
during the collision [10, 11].

In the light of the above, it is seen that the cause of death and injury in vehicle accidents today 
is a side collision with a rate of 25% after the frontal collision. Therefore, the side door impact 
beams have become a special and important element in vehicles due to important reasons such 
as the low contact distance with the passenger during a side collision and the change in the 
energy distribution on the vehicle during the collision. In this context, for an important element 
to be used for this purpose, a design that includes high energy absorption ability and formability 
features should be realized. Within the scope of the paper, three-point bending tests were carried 
out using AA6060 alloy, which has elliptical cross-section geometry with 100 mm and 200 mm 
span distances and 5 mm punch radius has been obtained experimentally. In the second step of 
the study, finite element analyzes were performed using σ-based Hill-48 (S) and r-based Hill-

48 (r) plasticity models, and force-elongation curves, thickness values and shaped product
forms were compared with the experimental results. 

2.GENERAL PROPERTIES OF METHOD

In this study, the behavior of aluminum 6060 material under three-point bending loading was 
investigated with different process parameters. In the first step of the study, three point bending 
tests were carried out to determine the bending behavior of the material. The test setup for the 
three-point bending test is given in Fig. 2.

Fig. 2. The test setup for the three-point bending test

The radius of the supports used in the experiments is 15 mm. The experiments were carried out 
using a constant speed of 20 mm/min and a constant forming distance of 40 mm. Experimental 
studies were carried out using 250 mm long extrusion products with elliptical cross-section 
geometry, the dimensions of which are indicated in Figure 3.

Fig. 3. Section geometry of the test sample (All dimension are in mm)
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as the low contact distance with the passenger during a side collision and the change in the 
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the study, finite element analyzes were performed using σ-based Hill-48 (S) and r-based Hill-

48 (r) plasticity models, and force-elongation curves, thickness values and shaped product
forms were compared with the experimental results. 

2.GENERAL PROPERTIES OF METHOD

In this study, the behavior of aluminum 6060 material under three-point bending loading was 
investigated with different process parameters. In the first step of the study, three point bending 
tests were carried out to determine the bending behavior of the material. The test setup for the 
three-point bending test is given in Fig. 2.

Fig. 2. The test setup for the three-point bending test

The radius of the supports used in the experiments is 15 mm. The experiments were carried out 
using a constant speed of 20 mm/min and a constant forming distance of 40 mm. Experimental 
studies were carried out using 250 mm long extrusion products with elliptical cross-section 
geometry, the dimensions of which are indicated in Figure 3.

Fig. 3. Section geometry of the test sample (All dimension are in mm)
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3.APPLICATIONS

Comparative images of profiles with different cross-section geometries deformed at different 
support intervals for 5 mm punch radius after the three-point bending test are given in Figure 
4. The forming force vs punch stroke graph obtained during the experiments is shown in Figure
5.

Fig 4. Deformed forms of ellipse section geometry at different support distances for 5 mm 
punch radius

Fig. 5. Forming force vs Punch stroke curves of three-point bending samples

It has been observed that there is a decrease in the forming force with increasing span distances, 
and this effect is thought to be caused by the moment.

In the second stage of the study, the experimental processes were simulated using the finite 
element method. Dynaform commercial software was used to create the finite element model. 
Since all calculations are made on the profile and the die tool elements are considered as rigid, 
the mesh structure of the profile is generated more precisely than the die tool elements. The 
finite element model of profiles with elliptical section geometry is given in Fig. 6 and the 
calculation parameters of the finite element model are given in Table 1. The mechanical 
properties of 6060 aluminum alloy, which are given as input to the material models used in the 
finite element analysis, are shown in Table 2. 
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Fig. 6. Finite element model of the three-point bending process

Table 1. Finite element parameters of three-point bending process

Parameter Value
Blank element size 1 mm
Number of blank elements 30500
Element formulation Fully Integrated Shell Element
Number of integration point 7

Table 2. Mechanical properties of 6060 Aluminum alloy [12]

Parameter Value
Modulus of elasticity (GPa) 51
Poisson ratio 0.33
Yield Strength (MPa) 111.8
Strength Coefficient 128.61
r0 0.492
r45 0.367
r90 1.277

The Hill-48 model, which is the first anisotropic yield criterion, was used in two different 
versions as the material model in finite element analysis. In the first version, the plasticity 
parameters were calculated based on the yield stresses and this version was named Hill-48 (S). 
In the second version, the plasticity parameters were obtained depending on the anisotropy 
coefficients, and this version was named Hill-48 (r). The finite element analysis results are 
compared with the experimental forming force-punch stroke curves and are given in Fig. 7 and 
Fig. 8.
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The Hill-48 model, which is the first anisotropic yield criterion, was used in two different 
versions as the material model in finite element analysis. In the first version, the plasticity 
parameters were calculated based on the yield stresses and this version was named Hill-48 (S). 
In the second version, the plasticity parameters were obtained depending on the anisotropy 
coefficients, and this version was named Hill-48 (r). The finite element analysis results are 
compared with the experimental forming force-punch stroke curves and are given in Fig. 7 and 
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Fig. 7. Comparison of finite element analysis results with test results for 100 mm span 
distance

Fig. 8. Comparison of finite element analysis results with test results for 200 mm span 
distance

Finite element analysis results were evaluated on shaped geometries as well as forming force-
punch stroke graphs. The deformed form of the profile with elliptical section geometry as a 
result of the finite element analysis and the experimentally obtained material forms are given 
in Fig. 9 and Fig. 10 with different span distances for 5 mm punch radius.
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Fig. 9. Comparison of experimental and finite element analyzes of profile with elliptical 
section geometry with 100 mm span distance and 5 mm punch radius

Fig. 10. Comparison of experimental and finite element analyzes of profile with elliptical 
section geometry with 200 mm span distance and 5 mm punch radius

4.CONCLUSIONS

In this study, profiles with elliptical cross-section geometry produced by extrusion method were 
investigated in experimental and finite element environments. Due to its low weight and high 
energy absorption capabilities, aluminum 6060 series alloy was used within the scope of the 
study and it was aimed to examine its usability as a side door impact beam and to examine the 
performance of plasticity models representing the plastic behavior of the material in the finite 
element environment. Side door impact beams have generally been subjected to three-point 
bending in research and testing. Therefore, within the scope of the study, three point bending 
tests were carried out using 100 mm and 200 mm support distances, 5 mm punch radius, 
constant speed and constant forming distance. As a result of the experiments carried out, 
forming force – punch stroke data, material forms after forming were obtained. Ls-
Dyna/Dynaform commercial software was used to simulate the experiments performed in the 
next stage of the study with the finite element method. Stress-based Hill-48 (S) and anisotropy 
coefficient-based Hill-48 (r) plasticity models were used to determine the plastic behavior of 
materials in finite element analysis.

As a result of the experiments, it was determined that as the distance between the spans
increases, the forming force decreases, and it is thought that this is due to the effect of the 

144 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



Fig. 7. Comparison of finite element analysis results with test results for 100 mm span 
distance

Fig. 8. Comparison of finite element analysis results with test results for 200 mm span 
distance

Finite element analysis results were evaluated on shaped geometries as well as forming force-
punch stroke graphs. The deformed form of the profile with elliptical section geometry as a 
result of the finite element analysis and the experimentally obtained material forms are given 
in Fig. 9 and Fig. 10 with different span distances for 5 mm punch radius.

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

0 10 20 30 40

Fo
rm

in
g 

Fo
rc

e(
N)

Punch Stroke(mm)

Exp S100

Hill-48(s)

Hill-48(r)

0

2000

4000

6000

8000

10000

12000

0 10 20 30 40

Fo
rm

in
g 

Fo
rc

e(
N)

Punch Stroke(mm)

Exp S200

Hill-48(s)

Hill-48(r)

Fig. 9. Comparison of experimental and finite element analyzes of profile with elliptical 
section geometry with 100 mm span distance and 5 mm punch radius
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4.CONCLUSIONS

In this study, profiles with elliptical cross-section geometry produced by extrusion method were 
investigated in experimental and finite element environments. Due to its low weight and high 
energy absorption capabilities, aluminum 6060 series alloy was used within the scope of the 
study and it was aimed to examine its usability as a side door impact beam and to examine the 
performance of plasticity models representing the plastic behavior of the material in the finite 
element environment. Side door impact beams have generally been subjected to three-point 
bending in research and testing. Therefore, within the scope of the study, three point bending 
tests were carried out using 100 mm and 200 mm support distances, 5 mm punch radius, 
constant speed and constant forming distance. As a result of the experiments carried out, 
forming force – punch stroke data, material forms after forming were obtained. Ls-
Dyna/Dynaform commercial software was used to simulate the experiments performed in the 
next stage of the study with the finite element method. Stress-based Hill-48 (S) and anisotropy 
coefficient-based Hill-48 (r) plasticity models were used to determine the plastic behavior of 
materials in finite element analysis.

As a result of the experiments, it was determined that as the distance between the spans
increases, the forming force decreases, and it is thought that this is due to the effect of the 
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bending moment. When examined as forms after three-point bending, the angle between the 
two arms of the profiles exposed to bending increases as the distance between the spans
increases. According to the results obtained as a result of the finite element analysis, it was 
determined that the Hill-48 (r) material model based on the anisotropy coefficient gave the 
accurate results to the experiments. When the results are summarized; It has been observed that 
the increase in the support distance has a dominant effect on the forming force.

REFERENCES

1. Nemani K. R. & Arakerimath R, Taguchi Based Design Optimization of Side Impact Beam

for Energy Absorption, International Journal for Advance Research in Engineering and

Technology, Vol:3, No: 9, 100-104, 2015.

2. Li M. F., Chiang T. S., Tseng J. H., Tsai C. N., Hot stamping of door impact beam, Procedia

Engineering, 11th International Conference on Technology of Plasticity, 19-24 October

2014, Nagoya Congress Center, Nagoya, Japan, pp. 1786-1791, 2014.

3. Sookchanchai K. & Hlainh S.S & Uthaisangsuk V., A Geometrical Parametric Study of Side

Door Reinforced Beams Under Lateral Impact Load, International Journal of

Crashworthiness, Vol.:27, No: 6, 1662-1677, 2022.

4. Shaharuzaman M. A., Sapuan S. M., Mansor M. R., Zuhri M. Y. M., Passenger Car’s Side

Door Impact Beam: A Review, Journal of Engineering and Technology, Vol.:9, No:1,2180-

3811, 2018.

5. Xu H., Zhang M., Gu Z., Li X., Investigation on Hot Stamping Process for Door Beam of

Ultra-High Strength Steel, International Journal of Enginerring Science and Innovative

Technologhy, Vol.:3, No:1, 384-392, 2014.

6. Lim T.S., Lee D.G, Mechanically Fastened Composite Side-door Impact Beams for

Passenger Cars Designed for Shear-out Failure Modes, Composite Structures, Vol.:56, 211-

221, 2002.

7. Sun G., Pang T., Zheng G., Song J., Li Q., On Energy Absorption of Functially Graded

Tubes Under Transverse Loading,ü International Journal of Mechanical Sciences, Vol.:115,

465-480, 2016.

8. Cerniauskas E., Kersys A., Lukosevicius V., Saproganas J., Investigation of Anti intrusion

Beams in Vehicle Side Door. Mechanika, Vol.:6, No:86, 11-16, 2010.

9. Sonawane C.R & Shelar L.A., Strength Enhancement of Car Front Bumper for Slow Speed

Impact by FEA Method as per IIHS Regulation, Journal of The Institution of Engineers,

Vol.:99, No:5, 599-606, 2018.

10. Abdollah M., F., Hassan R., Preliminary Design of Side Door Impact Beam for Passenger

Cars Using Aluminium Alloy, Center of Advanced Research on Energy, Vol.:5, No:1, 11-

18, 2013.

11. Tanabe H., Yamazaki K., Akada H., Miyasaka A., Iwasaki T., High-Strength Steel Tubes

for Automobile Door Impact Beams, Nippon Steel Technical Report., 55-60, 1995.

12. Liao J., Xue X., Barlat F. & Gracio J., Material Modelling and Springback Analysis for

Multi-stage Rotary Draw Bending of Thin-walled Tube Using Homogeneous Anisotropic

Hardening Model, International Conference on Technology of Plasticity, 1228-1233, 2014.

146 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



bending moment. When examined as forms after three-point bending, the angle between the 
two arms of the profiles exposed to bending increases as the distance between the spans
increases. According to the results obtained as a result of the finite element analysis, it was 
determined that the Hill-48 (r) material model based on the anisotropy coefficient gave the 
accurate results to the experiments. When the results are summarized; It has been observed that 
the increase in the support distance has a dominant effect on the forming force.

REFERENCES

1. Nemani K. R. & Arakerimath R, Taguchi Based Design Optimization of Side Impact Beam

for Energy Absorption, International Journal for Advance Research in Engineering and

Technology, Vol:3, No: 9, 100-104, 2015.

2. Li M. F., Chiang T. S., Tseng J. H., Tsai C. N., Hot stamping of door impact beam, Procedia

Engineering, 11th International Conference on Technology of Plasticity, 19-24 October

2014, Nagoya Congress Center, Nagoya, Japan, pp. 1786-1791, 2014.

3. Sookchanchai K. & Hlainh S.S & Uthaisangsuk V., A Geometrical Parametric Study of Side

Door Reinforced Beams Under Lateral Impact Load, International Journal of

Crashworthiness, Vol.:27, No: 6, 1662-1677, 2022.

4. Shaharuzaman M. A., Sapuan S. M., Mansor M. R., Zuhri M. Y. M., Passenger Car’s Side

Door Impact Beam: A Review, Journal of Engineering and Technology, Vol.:9, No:1,2180-

3811, 2018.

5. Xu H., Zhang M., Gu Z., Li X., Investigation on Hot Stamping Process for Door Beam of

Ultra-High Strength Steel, International Journal of Enginerring Science and Innovative

Technologhy, Vol.:3, No:1, 384-392, 2014.

6. Lim T.S., Lee D.G, Mechanically Fastened Composite Side-door Impact Beams for

Passenger Cars Designed for Shear-out Failure Modes, Composite Structures, Vol.:56, 211-

221, 2002.

7. Sun G., Pang T., Zheng G., Song J., Li Q., On Energy Absorption of Functially Graded

Tubes Under Transverse Loading,ü International Journal of Mechanical Sciences, Vol.:115,

465-480, 2016.

8. Cerniauskas E., Kersys A., Lukosevicius V., Saproganas J., Investigation of Anti intrusion

Beams in Vehicle Side Door. Mechanika, Vol.:6, No:86, 11-16, 2010.

9. Sonawane C.R & Shelar L.A., Strength Enhancement of Car Front Bumper for Slow Speed

Impact by FEA Method as per IIHS Regulation, Journal of The Institution of Engineers,

Vol.:99, No:5, 599-606, 2018.

10. Abdollah M., F., Hassan R., Preliminary Design of Side Door Impact Beam for Passenger

Cars Using Aluminium Alloy, Center of Advanced Research on Energy, Vol.:5, No:1, 11-

18, 2013.

11. Tanabe H., Yamazaki K., Akada H., Miyasaka A., Iwasaki T., High-Strength Steel Tubes

for Automobile Door Impact Beams, Nippon Steel Technical Report., 55-60, 1995.

12. Liao J., Xue X., Barlat F. & Gracio J., Material Modelling and Springback Analysis for

Multi-stage Rotary Draw Bending of Thin-walled Tube Using Homogeneous Anisotropic

Hardening Model, International Conference on Technology of Plasticity, 1228-1233, 2014.

1477th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



Development of Ontologies Through Maintenance
Halil Arslan* 1 İhsan Tolga Medeni 1 Tunç Durmuş Medeni 1

1 Department of Management Information Systems, Faculty of Business Administration, 
Ankara Yıldırım Beyazıt University, 06970, Esenboğa Çubuk/Ankara/Turkey

halilarslan5006@gmail.com,  ihsantolgamedeni@aybu.edu.tr,  tdmedeni@aybu.edu.tr

ABSTRACT 

In computing and information sciences, complex representational relationships in concepts 
make the process challenging for scientists and engineers. Conceptual knowledge provides 
solutions to systems that require interaction between teams, thanks to its ability to successfully 
discover relationships between concepts. Conceptual knowledge, whose discovery continues 
manually, is often inadequate because it involves subjective interpretations and judgments, is 
time-consuming, and has scalability problems. With the transition to automated systems, it can 
contribute to accelerating processes and minimizing conceptual complexity. Ontologies have 
an important role in managing and modeling conceptual relationships. Ontology systems realize 
digital reflections of physical entities, domains and relationships. Artificial intelligence 
technologies (machine learning methods) contribute to the automatization of these reflections. 
Systems need maintenance and renewal for their sustainability. The idea of ontology 
maintenance has emerged due to the fact that institutions and organizations are affected by 
environmental changes. In this study, the requirements of maintenance are examined through 
the BIHAP ontology of the Turkish Ministry. In the study, the process of determining the 
ontology tasks and requirements in a collective working environment by collaborating with 
participants such as software developers, system analysts, system developers, end-users, 
government officials was carried out through academic reviews and technical approaches. The 
study is measured by qualitative study. As a result of the approaches, the basic requirements of 
the ontology maintenance phase were revealed. The results emphasize the importance of 
ontology maintenance in ontology tasks.

Keywords: Ontology Maintenance, Artificial Intelligence, Machine Learning

1.INTRODUCTION

Knowledge/Information Systems is an academic and engineering field that provides software 
and technology-supported management of interdisciplinary information. It enables the 
presentation, processing and reusable resource formation of many subsystem components with 
the information used according to the subject of the research. Scientists, engineers and users 
will be able to keep their data systematically thanks to information systems [1]. The constant 
renewal of the world of information and informatics shows that systems always need control 
processes. Control processes basically evaluate situations such as updating information, 
eliminating errors and not including information that is contrary to the system [2]. Today, 
systems ensure the existence of the results obtained by subjecting the inputs suitable for their 
purposes to certain processes. In this context, a system cycle is created. Control processes are 
needed at every stage of the system cycles. System control processes are built on system 
maintenance practices. System maintenance ensures the continuity of a system's life cycle and 
is extremely important for optimization [3]. Through system maintenance, the consistency in 
inputs increases and complexities and errors in the system are eliminated. With the 
advancement of technology, the use of information/information systems in human life has 
increased [4]. As a result of this situation, big data has emerged. The management of the use 
and modeling of this data in the developed systems causes difficulties such as classification, 
scaling and control. Artificial intelligence technologies, which are used interdisciplinary by 
system developers, are preferred because they have the ability to produce optimal solutions to 
problem formations with approaches such as analyzing, understanding, interpreting, inferring, 
scaling, controlling, data generation against these difficulties. Artificial intelligence 
technologies aim to minimize optimization problems with supervised / unsupervised learning 
techniques. The use of artificial intelligence technologies for an optimal 
information/information system contributes to the reduction in the error rates of operational 
processes and the prolongation of the life cycle in maintenance and repair. Considering these 
situations, system developers prefer network technologies that offer fast and widespread 
development opportunities. Network technologies are also the most convenient resource in 
terms of accessibility for users. These technologies started in the early 1960s using the Internet 
Protocol (IP). There are many network technologies developed today. Among the network 
technologies, Semantic Web technology provides an understandable description, interpretation, 
use and search of data in accordance with the natural language structure for the search of 
information. Semantic Web technology has been developed in a structure suitable for software 
to easily find, access and process data. In these structures, ontologies are used in the data 
modeling phase. Ontologies contain a representation, formal name and definition of properties 
and relationships between concepts, data and entities in the data modeling process. They are 
also a practical tool for conceptualizing what is expressed in computer format (Brodie et al. 
1984; Guarino 2009). Accordingly, ontologies tend to be ubiquitous. They are seen as a magic 
wand for many applications such as database integration, peer-to-peer systems, e-commerce, 
application programming interfaces (APIs), semantic web services, social networks (Fensel 
2004). Ontologies, which offer development opportunities suitable for many fields, should be 
developed with specific task definitions in order to be developed for the part or the whole of 
the system [5]. In the life cycle of ontology-based systems, mapping, matching and alignment, 
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Knowledge/Information Systems is an academic and engineering field that provides software 
and technology-supported management of interdisciplinary information. It enables the 
presentation, processing and reusable resource formation of many subsystem components with 
the information used according to the subject of the research. Scientists, engineers and users 
will be able to keep their data systematically thanks to information systems [1]. The constant 
renewal of the world of information and informatics shows that systems always need control 
processes. Control processes basically evaluate situations such as updating information, 
eliminating errors and not including information that is contrary to the system [2]. Today, 
systems ensure the existence of the results obtained by subjecting the inputs suitable for their 
purposes to certain processes. In this context, a system cycle is created. Control processes are 
needed at every stage of the system cycles. System control processes are built on system 
maintenance practices. System maintenance ensures the continuity of a system's life cycle and 
is extremely important for optimization [3]. Through system maintenance, the consistency in 
inputs increases and complexities and errors in the system are eliminated. With the 
advancement of technology, the use of information/information systems in human life has 
increased [4]. As a result of this situation, big data has emerged. The management of the use 
and modeling of this data in the developed systems causes difficulties such as classification, 
scaling and control. Artificial intelligence technologies, which are used interdisciplinary by 
system developers, are preferred because they have the ability to produce optimal solutions to 
problem formations with approaches such as analyzing, understanding, interpreting, inferring, 
scaling, controlling, data generation against these difficulties. Artificial intelligence 
technologies aim to minimize optimization problems with supervised / unsupervised learning 
techniques. The use of artificial intelligence technologies for an optimal 
information/information system contributes to the reduction in the error rates of operational 
processes and the prolongation of the life cycle in maintenance and repair. Considering these 
situations, system developers prefer network technologies that offer fast and widespread 
development opportunities. Network technologies are also the most convenient resource in 
terms of accessibility for users. These technologies started in the early 1960s using the Internet 
Protocol (IP). There are many network technologies developed today. Among the network 
technologies, Semantic Web technology provides an understandable description, interpretation, 
use and search of data in accordance with the natural language structure for the search of 
information. Semantic Web technology has been developed in a structure suitable for software 
to easily find, access and process data. In these structures, ontologies are used in the data 
modeling phase. Ontologies contain a representation, formal name and definition of properties 
and relationships between concepts, data and entities in the data modeling process. They are 
also a practical tool for conceptualizing what is expressed in computer format (Brodie et al. 
1984; Guarino 2009). Accordingly, ontologies tend to be ubiquitous. They are seen as a magic 
wand for many applications such as database integration, peer-to-peer systems, e-commerce, 
application programming interfaces (APIs), semantic web services, social networks (Fensel 
2004). Ontologies, which offer development opportunities suitable for many fields, should be 
developed with specific task definitions in order to be developed for the part or the whole of 
the system [5]. In the life cycle of ontology-based systems, mapping, matching and alignment, 
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translation, versioning, integration, debugging definitions are determined. In the maintenance 
implementation phase of ontology-based systems, the suitability of the tasks defined in line 
with the identified needs is examined and it is seen that the tasks are the most appropriate 
approaches in terms of maintenance.

2.GENERAL PROPERTIES OF METHOD

2.1 Maintenance and Ontology Tasks

Maintenance is defined as corrective maintenance methodologies to eliminate detected faults, 
adaptive maintenance methodologies to adapt to system changes and remedial maintenance 
methodologies to improve performance by adding new features and functionality to the system. 
Separate methodologies are developed for the needs of the system in maintenance life cycles. 
This situation creates the need for system developers to create a standard method for common 
maintenance methodology and for researchers to create a documentation that can be applied to 
all kinds of software-based systems. In this context, a common standard for software 
maintenance [6] and the maintenance requirements of ontologies, which are the knowledge 
bases of applications and systems, can contribute to the creation of a methodology. However, 
the semantic part of maintenance and its relationship with software systems is a problem that 
has not been clarified. In general, a standard that does not include semantic relationship 
definitions may not be sufficient to meet the requirements. In the literature, a maintenance 
framework can be created by looking at separate tasks for ontology maintenance purposes. The 
maintenance approach is found under different headings and in different studies. Ontology 
maintenance is proposed to focus on the management of ontology changes defined to unify non-
static domains [7]. By analyzing ontology changes, key tasks such as mapping, mapping and 
alignment, translation, versioning, integrations and debugging are identified (Figure 1).

Figure 1: Ontology Maintenance Tasks

2.1.1 Ontology Mapping, the ontology task is defined as the task of identifying and measuring 
the similarity of concepts in terms of meaning [8]. In the study, the aim of the task is to solve 
the heterogeneity problem that arises as a problem in the ontology [9]. In cases where the 
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ontology is insufficient to meet the system requirement, ontology mapping is required to 
support and access the ontologies required for use [10]. Here, this task provides a common layer 
for ontologies that can respond to new needs in cases where they are insufficient. Mapping also 
enables different ontologies to be used together and thus helps to support maintenance [11]. 
Similarity-based approaches have been mostly applied for ontology mapping [8]. 

2.1.2 Ontology Matching and Alignment, it defines the relationships between the entities in 
the ontology infrastructure and each other in the ontology to be used or with the entities of other 
ontologies accessed [12]. As applied in the ontology mapping task, it aims to find a solution to 
the problem of heterogeneity and interoperability of ontologies [11]. The goal of the task is 
defined as finding the relationships between ontology entities used in systems [13]. 

2.1.3 Ontology Translation, the task definition is the realization of transformations suitable 
for the software language and system infrastructure used to ensure ontology-based development 
in newly developed systems [14]. Translation of the ontologies to be used together in the system 
into the system software language and mapping applications of ontology entities are included 
in the definition [9]. The approach of implementing part or all of the ontology into the system 
using an auxiliary tool module is defined as translation [15]. In addition, merging the ontologies 
adapted to the software after translation is the definition of the task [17]. In order to transform 
ontologies, which are symbolic representations of knowledge, into one another, we looked at 
the translation task.  This task is identified as an important task for the sustainability of the 
system and the understandable implementation of the ontology. In these perspectives, the 
translation of the ontology language into another ontology is the main goal [18]. 

2.1.4 Ontology Versioning, Managing the versions of ontologies during the development 
stages is the definition of the task (Klein and Fensel, 2013). Changes in the area where the 
application is used, updating of assets, and applications for system adaptations trigger 
versioning (Kohantorabi, 2016). Versioning management is a requirement for systems 
developed in distributed environments as an infrastructure. If there is an ontology-based 
document management system, changes and innovations in documents can also be supported 
by versioning (Helfin et al, 2004). 

2.1.5 Ontology Integration, it is the task of integrating a whole or part of an ontology from 
one or more ontologies into another ontology other than the ontology used [20]. In this 
definition, the creation of a new ontology using old ontologies or the development and merging 
of a single ontology from several separate ontologies is defined as integration [9]. For the 
integration of different ontologies, integration for change management was used as a process 
step in managing the ontology change task in distributed system infrastructures [21]. 

2.1.6 Ontology Debugging, the task of identifying and removing outlier and inconsistent data 
from the ontology as a result of data analysis is defined as debugging [9]. In addition, debugging 
can be applied when the ontology is completely retired. However, in this research, the 
debugging task is not defined due to the lack of change in the system infrastructure in ontologies 
that are not merged. Debugging has been applied to repair unwanted concepts in the OWL 
ontology file [18]. The concept of debugging has been applied to correct semantic errors in any 
changes reflected through ontology debugging, including translation [19]. 
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Separate methodologies are developed for the needs of the system in maintenance life cycles. 
This situation creates the need for system developers to create a standard method for common 
maintenance methodology and for researchers to create a documentation that can be applied to 
all kinds of software-based systems. In this context, a common standard for software 
maintenance [6] and the maintenance requirements of ontologies, which are the knowledge 
bases of applications and systems, can contribute to the creation of a methodology. However, 
the semantic part of maintenance and its relationship with software systems is a problem that 
has not been clarified. In general, a standard that does not include semantic relationship 
definitions may not be sufficient to meet the requirements. In the literature, a maintenance 
framework can be created by looking at separate tasks for ontology maintenance purposes. The 
maintenance approach is found under different headings and in different studies. Ontology 
maintenance is proposed to focus on the management of ontology changes defined to unify non-
static domains [7]. By analyzing ontology changes, key tasks such as mapping, mapping and 
alignment, translation, versioning, integrations and debugging are identified (Figure 1).
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ontology is insufficient to meet the system requirement, ontology mapping is required to 
support and access the ontologies required for use [10]. Here, this task provides a common layer 
for ontologies that can respond to new needs in cases where they are insufficient. Mapping also 
enables different ontologies to be used together and thus helps to support maintenance [11]. 
Similarity-based approaches have been mostly applied for ontology mapping [8]. 

2.1.2 Ontology Matching and Alignment, it defines the relationships between the entities in 
the ontology infrastructure and each other in the ontology to be used or with the entities of other 
ontologies accessed [12]. As applied in the ontology mapping task, it aims to find a solution to 
the problem of heterogeneity and interoperability of ontologies [11]. The goal of the task is 
defined as finding the relationships between ontology entities used in systems [13]. 

2.1.3 Ontology Translation, the task definition is the realization of transformations suitable 
for the software language and system infrastructure used to ensure ontology-based development 
in newly developed systems [14]. Translation of the ontologies to be used together in the system 
into the system software language and mapping applications of ontology entities are included 
in the definition [9]. The approach of implementing part or all of the ontology into the system 
using an auxiliary tool module is defined as translation [15]. In addition, merging the ontologies 
adapted to the software after translation is the definition of the task [17]. In order to transform 
ontologies, which are symbolic representations of knowledge, into one another, we looked at 
the translation task.  This task is identified as an important task for the sustainability of the 
system and the understandable implementation of the ontology. In these perspectives, the 
translation of the ontology language into another ontology is the main goal [18]. 

2.1.4 Ontology Versioning, Managing the versions of ontologies during the development 
stages is the definition of the task (Klein and Fensel, 2013). Changes in the area where the 
application is used, updating of assets, and applications for system adaptations trigger 
versioning (Kohantorabi, 2016). Versioning management is a requirement for systems 
developed in distributed environments as an infrastructure. If there is an ontology-based 
document management system, changes and innovations in documents can also be supported 
by versioning (Helfin et al, 2004). 

2.1.5 Ontology Integration, it is the task of integrating a whole or part of an ontology from 
one or more ontologies into another ontology other than the ontology used [20]. In this 
definition, the creation of a new ontology using old ontologies or the development and merging 
of a single ontology from several separate ontologies is defined as integration [9]. For the 
integration of different ontologies, integration for change management was used as a process 
step in managing the ontology change task in distributed system infrastructures [21]. 

2.1.6 Ontology Debugging, the task of identifying and removing outlier and inconsistent data 
from the ontology as a result of data analysis is defined as debugging [9]. In addition, debugging 
can be applied when the ontology is completely retired. However, in this research, the 
debugging task is not defined due to the lack of change in the system infrastructure in ontologies 
that are not merged. Debugging has been applied to repair unwanted concepts in the OWL 
ontology file [18]. The concept of debugging has been applied to correct semantic errors in any 
changes reflected through ontology debugging, including translation [19]. 
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3.APPLICATIONS

3.1 Ontology-based BIHAP System Tasks

The Ministry of Development of the Republic of Turkey launched the BIHAP (Information 
Map Research and Development Project) project in April 2013 to keep public data in the E-
Government System infrastructure and to visualize the information. The project was developed 
and completed until October 2014. The developed project system is built on an ontology. 
Instead of developing the system through a database, the system developers preferred the 
ontology structure that is suitable for the knowledge base. The information of all departments 
within the Ministry was included as a single knowledge node. All of this information 
corresponds to more than 60,000 ontology entities. The BIHAP Project aims to expand the 
scope of the system to include other government agencies. Therefore, the project was chosen 
as a suitable model for the development of the ontology through maintenance. After the 
development of the system, a review was conducted to see the necessity of the maintenance 
process of the ontology maintenance implementation. The review was conducted with the 
ministry staff and the project system developer team. To increase the validity of the results, 
face-to-face interviews with open-ended questions were conducted with volunteers from the 
review team. Twenty-six participants participated in the review. Participant responses were 
received by email. These participants were divided into three groups: system developers, end 
users, and both developers and users. Developers are the participants who ensure the ontology-
based development of the system and its compatibility with other systems. End-users are the 
participants who define the official and internal information within the ministry and create the 
information/concept maps that should be included in the system. Participants specified as 
"both" are defined as participants who have both developer and end-user participant group 
competencies. "Both" can be defined as managers or semantic relationship developers 
experienced in information/information systems. In these reviews, nine participants were 
identified as system developers, eleven as system end-users, and the remaining six as "both". 
Two data collection activities, system reviews and open-ended interview questions, were 
included, resulting in the table below.

3.2 BIHAP Project System Structure Questionnaire, Ontology Approach (Questionnaire, 
Ontology)

The review includes participants' approaches to ontology. Approaches are categorized as 
whether the participant has knowledge about ontology or not. Participants with knowledge are 
categorized as low, medium and high level. As a result of this grouping, only two users did not 
have any ontology knowledge, while twenty-four participants were determined to have 
knowledge. Among the participants with knowledge, nineteen participants had a medium level 
of ontology knowledge and five participants had a high level of ontology knowledge. In 
addition to the existing answers, information about the ontology requirement of the participants, 
the ontology awareness of the participants after using the system, and the current system status 
in meeting the information requirements were obtained. Table 1 shows the ontology need, 
ontology awareness and approaches to responding to the knowledge requirements of all users.

Table 1. Ontology Approach of All Participants

Before System After System

Ontology Need Ontology Awareness Response to Information 
Needs

Yes 9 5 16
No 17 21 10

The distribution of the answers according to the respondent groups is presented in Table 2. This 
distribution sub-grouping ontology need and ontology awareness shows the approaches before 
and after the implementation of the system. The need for ontology is not seen as a need by the 
majority of developers. Only two developers indicated the need for an ontology. However, five 
of the eleven end-users felt this need before the system. Two of the participants in each of the 
two groups stated this need. As for the awareness of the ontology approach, as indicated in 
Table 2, the developers did not know the concept of the ontology existed. Four of the end-user 
participants were aware of the existence of the ontology. Among the remaining two participants, 
only one participant knew about it. While the awareness of the ontology in general was very 
low, the "yes" answers increased after the implementation of the system. Among the developers 
and end-users, six respondents answered yes and four of the both respondents answered yes. 
This result shows that maintenance of the developed system is necessary to support the 
sustainability of the system. In order to see which system is currently required, it should first 
be determined which tasks should be implemented in the ontology. 

Table 2. Distribution of responses according to groups

Participants Responses
Before System After System

Ontology Need Ontology 
Awareness

Response to Information 
Needs

Developers
Yes 2 0 6

No 7 9 3

End Users
Yes 5 4 6

No 6 7 5

Both
Yes 2 1 4

No 4 5 2

Total
Yes 9 5 16

No 17 21 10

3.3 System Questionnaire, Ontology Maintenance Tasks

In this part of the system review, users' expectations of the system are measured based on 
ontology maintenance tasks. Each ontology task is coded as shown in Table 3. 

152 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



3.APPLICATIONS

3.1 Ontology-based BIHAP System Tasks

The Ministry of Development of the Republic of Turkey launched the BIHAP (Information 
Map Research and Development Project) project in April 2013 to keep public data in the E-
Government System infrastructure and to visualize the information. The project was developed 
and completed until October 2014. The developed project system is built on an ontology. 
Instead of developing the system through a database, the system developers preferred the 
ontology structure that is suitable for the knowledge base. The information of all departments 
within the Ministry was included as a single knowledge node. All of this information 
corresponds to more than 60,000 ontology entities. The BIHAP Project aims to expand the 
scope of the system to include other government agencies. Therefore, the project was chosen 
as a suitable model for the development of the ontology through maintenance. After the 
development of the system, a review was conducted to see the necessity of the maintenance 
process of the ontology maintenance implementation. The review was conducted with the 
ministry staff and the project system developer team. To increase the validity of the results, 
face-to-face interviews with open-ended questions were conducted with volunteers from the 
review team. Twenty-six participants participated in the review. Participant responses were 
received by email. These participants were divided into three groups: system developers, end 
users, and both developers and users. Developers are the participants who ensure the ontology-
based development of the system and its compatibility with other systems. End-users are the 
participants who define the official and internal information within the ministry and create the 
information/concept maps that should be included in the system. Participants specified as 
"both" are defined as participants who have both developer and end-user participant group 
competencies. "Both" can be defined as managers or semantic relationship developers 
experienced in information/information systems. In these reviews, nine participants were 
identified as system developers, eleven as system end-users, and the remaining six as "both". 
Two data collection activities, system reviews and open-ended interview questions, were 
included, resulting in the table below.

3.2 BIHAP Project System Structure Questionnaire, Ontology Approach (Questionnaire, 
Ontology)

The review includes participants' approaches to ontology. Approaches are categorized as 
whether the participant has knowledge about ontology or not. Participants with knowledge are 
categorized as low, medium and high level. As a result of this grouping, only two users did not 
have any ontology knowledge, while twenty-four participants were determined to have 
knowledge. Among the participants with knowledge, nineteen participants had a medium level 
of ontology knowledge and five participants had a high level of ontology knowledge. In 
addition to the existing answers, information about the ontology requirement of the participants, 
the ontology awareness of the participants after using the system, and the current system status 
in meeting the information requirements were obtained. Table 1 shows the ontology need, 
ontology awareness and approaches to responding to the knowledge requirements of all users.

Table 1. Ontology Approach of All Participants

Before System After System

Ontology Need Ontology Awareness Response to Information 
Needs

Yes 9 5 16
No 17 21 10

The distribution of the answers according to the respondent groups is presented in Table 2. This 
distribution sub-grouping ontology need and ontology awareness shows the approaches before 
and after the implementation of the system. The need for ontology is not seen as a need by the 
majority of developers. Only two developers indicated the need for an ontology. However, five 
of the eleven end-users felt this need before the system. Two of the participants in each of the 
two groups stated this need. As for the awareness of the ontology approach, as indicated in 
Table 2, the developers did not know the concept of the ontology existed. Four of the end-user 
participants were aware of the existence of the ontology. Among the remaining two participants, 
only one participant knew about it. While the awareness of the ontology in general was very 
low, the "yes" answers increased after the implementation of the system. Among the developers 
and end-users, six respondents answered yes and four of the both respondents answered yes. 
This result shows that maintenance of the developed system is necessary to support the 
sustainability of the system. In order to see which system is currently required, it should first 
be determined which tasks should be implemented in the ontology. 

Table 2. Distribution of responses according to groups

Participants Responses
Before System After System

Ontology Need Ontology 
Awareness

Response to Information 
Needs

Developers
Yes 2 0 6

No 7 9 3

End Users
Yes 5 4 6

No 6 7 5

Both
Yes 2 1 4

No 4 5 2

Total
Yes 9 5 16

No 17 21 10

3.3 System Questionnaire, Ontology Maintenance Tasks

In this part of the system review, users' expectations of the system are measured based on 
ontology maintenance tasks. Each ontology task is coded as shown in Table 3. 
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Table 3. Ontology tasks and given abbreviation

Ontology Maintenance Tasks Abbreviation
Mapping for Ontology OM

Matching and Alignment for Ontology OMA
Translation for Ontology OT
Integration for Ontology OI
Versioning for Ontology OV
Debugging for Ontology OD

Task groups to be implemented according to the user group were investigated. Table 4 shows 
the results of the research for the participant groups of nine developers, eleven end users and 
six both. Among the participant groups, the majority of the developers responded ontology 
mapping, ontology translation and ontology debugging. Two of the developers responded that 
these tasks should be used together. In addition, two of the developers stated that integration 
and versioning tasks should be included. There is only one developer who stated that all of them 
should be included in this task grouping. The other group of respondents, the majority of end 
users, indicated that translation and debugging tasks should be implemented.  In this group, two 
participants responded that both tasks should be used together. They also mentioned the 
inclusion of mapping in these tasks. Three end-user participants answered that only the 
debugging task would be sufficient. No one in the end-user group answered that all of them 
should be implemented. The last of the participant groups, the both group, mostly mentioned 
versioning and debugging tasks together as a response. There were four participants who 
included the mapping task in these tasks. Two of these four participants did not specify any 
other task, while the other two included the matching and alignment task and the translation 
task. In addition, one participant in this group responded to all tasks. When all of the individual 
responses are analyzed, only two out of twenty-six participants indicated all tasks as responses. 
When analyzed according to the task descriptions, nineteen participants responded to the 
debugging task, fifteen to the translation task, fourteen to the mapping task, eleven to the 
versioning task, eight to the matching and alignment task, and eight to the integration task. In 
the details of their groupings, ten participants mentioned integration and debugging tasks 
together. Eight participants mentioned mapping and translation together. Seven participants 
combined the mapping and alignment task with the translation task. Six participants mentioned 
mapping, translation and debugging tasks together.

Table 4. Ontology Task Grouping by Participants

Task / Participants OM OMA OT OI OV OD 
Developer X X X 
Developer X X X X X X 
Developer X X X X X 
Developer X X X 
Developer X X 
Developer X X 
Developer X X X 
Developer X X X X 
Developer X X 
End User X X X 
End User X X 
End User X X X 
End User X X X 
End User X X 
End User X X 
End User X X 
End User X X 
End User X 
End User X 
End User X 

Both X X X X X X 
Both X X X X X 
Both X X X X 
Both X X X 
Both X X 
Both X X X 

Total (26) OM (14) OMA (8) OT (15) OI (8) OV (11) OD (19) 

3.4 Interview

In order to identify the relationship between maintenance and ontology tasks, a detailed 
investigation was carried out with the participants in the process of defining the tasks who 
accepted the interview request. In particular, participants from the BIHAP project were invited. 
The interview request was sent to seventeen participants in the system development team. Six
of the developers were identified as both, as they were separate end users, and eleven were 
identified as developers, as they were only system developers. Only six participants accepted 
the invitation. With the participants who accepted, different interview meetings were organized 
for each participant at specified times and dates. The results are described as expert 
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Table 3. Ontology tasks and given abbreviation

Ontology Maintenance Tasks Abbreviation
Mapping for Ontology OM

Matching and Alignment for Ontology OMA
Translation for Ontology OT
Integration for Ontology OI
Versioning for Ontology OV
Debugging for Ontology OD

Task groups to be implemented according to the user group were investigated. Table 4 shows 
the results of the research for the participant groups of nine developers, eleven end users and 
six both. Among the participant groups, the majority of the developers responded ontology 
mapping, ontology translation and ontology debugging. Two of the developers responded that 
these tasks should be used together. In addition, two of the developers stated that integration 
and versioning tasks should be included. There is only one developer who stated that all of them 
should be included in this task grouping. The other group of respondents, the majority of end 
users, indicated that translation and debugging tasks should be implemented.  In this group, two 
participants responded that both tasks should be used together. They also mentioned the 
inclusion of mapping in these tasks. Three end-user participants answered that only the 
debugging task would be sufficient. No one in the end-user group answered that all of them 
should be implemented. The last of the participant groups, the both group, mostly mentioned 
versioning and debugging tasks together as a response. There were four participants who 
included the mapping task in these tasks. Two of these four participants did not specify any 
other task, while the other two included the matching and alignment task and the translation 
task. In addition, one participant in this group responded to all tasks. When all of the individual 
responses are analyzed, only two out of twenty-six participants indicated all tasks as responses. 
When analyzed according to the task descriptions, nineteen participants responded to the 
debugging task, fifteen to the translation task, fourteen to the mapping task, eleven to the 
versioning task, eight to the matching and alignment task, and eight to the integration task. In 
the details of their groupings, ten participants mentioned integration and debugging tasks 
together. Eight participants mentioned mapping and translation together. Seven participants 
combined the mapping and alignment task with the translation task. Six participants mentioned 
mapping, translation and debugging tasks together.

Table 4. Ontology Task Grouping by Participants

Task / Participants OM OMA OT OI OV OD 
Developer X X X 
Developer X X X X X X 
Developer X X X X X 
Developer X X X 
Developer X X 
Developer X X 
Developer X X X 
Developer X X X X 
Developer X X 
End User X X X 
End User X X 
End User X X X 
End User X X X 
End User X X 
End User X X 
End User X X 
End User X X 
End User X 
End User X 
End User X 

Both X X X X X X 
Both X X X X X 
Both X X X X 
Both X X X 
Both X X 
Both X X X 

Total (26) OM (14) OMA (8) OT (15) OI (8) OV (11) OD (19) 

3.4 Interview

In order to identify the relationship between maintenance and ontology tasks, a detailed 
investigation was carried out with the participants in the process of defining the tasks who 
accepted the interview request. In particular, participants from the BIHAP project were invited. 
The interview request was sent to seventeen participants in the system development team. Six
of the developers were identified as both, as they were separate end users, and eleven were 
identified as developers, as they were only system developers. Only six participants accepted 
the invitation. With the participants who accepted, different interview meetings were organized 
for each participant at specified times and dates. The results are described as expert 
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perspectives. The questions asked during the interview were designed to capture the ontology 
tasks and maintenance. Four open-ended questions were asked during the interviews. These 
questions were designed to measure participant experience, the relationship between ontology 
tasks and ontology maintenance requirements from the participant's perspective, suggestions 
for maintenance requirements other than existing ontology tasks, and sustainable system 
expectations with the implementation of the given ontology tasks. Each ontology task in the 
system was explained before the interview. In addition, the purpose of each question was 
explained to the participants. The answers were organized and tabulated for this study. The 
answers obtained in line with the participant responses are shown in a table after each question.  
As a result of the answers received from the participants, the following data were obtained: 

3.4.1 Question 1: Prior to the ontology-based BIHAP project, do you have any professional 
or academic experience associated with knowledge/information systems projects? 

This question was asked to measure the participants' experience with the concept of ontology 
development in information/information systems from an academic or professional perspective. 
According to the academic title of the participants, it is known that Participant 1, Participant 5 
and Participant 6 have PhD degree experience, while Participant 2, Participant 3 and Participant 
4 have master's degree experience. Project development and maintenance requirements are 
categorized into two different categories: academic or professional information/information 
system project experience. In terms of academic project experience, Participants 1, 3, 4 and 6 
have an academic background in ontology systems and information/information systems 
management. Participants 2, 5 and 6 have project experience in information/information 
systems. Participant 1 has no project experience in information/information systems. However, 
his experience with document management systems was evaluated in terms of other project 
experiences. Among the participants who accepted the invitation, participant 2 is the most 
important participant in terms of information/information systems project experience. 
Participant 2 is a member of another ministry project team apart from the BIHAP project. He 
also contributed to the development of the ontology infrastructure from the first stage of the 
ontology-based system development process until its finalization. Participant 3 does not have 
computer programming / software development skills. He also does not have an academic 
project development background. Only in his doctoral thesis, he conducted research based on 
web service compositions through ontologies in the decision-making phase of information 
systems. Participant 4 has no experience in developing ontology-based systems professionally. 
From an academic point of view, Participant 4 is currently working on ontology learning as a 
thesis topic in her PhD study. Participant 5 has the highest level of knowledge and experience 
among the participants in terms of academic and professional project development experience. 
As a project leader, Participant 5 applies his experience in different Governmental organizations 
projects. Participant 6 is a professional in terms of both experiences. Participant 6 holds a PhD 
degree in Information/Information Management research. He also received project support 
from the Ministry of Industry in 2009 from the Techo-Enterprise program related to 
information/information visualization systems. As a result of the answers given, all of the 
participants have some basic knowledge about ontology tasks in the BIHAP project and their 
contribution to the maintenance application. 

Table 5. Participants' Academic and Project Experience to Question 1

Academic Experiences Project Experiences
Participants Master's Degree PhD Academic Professional

P1 x x
P2 x x
P3 x x
P4 x x
P5 x x
P6 x x x

3.4.2 Question 2: Are the ontology tasks specified in this research sufficient to support 
ontology maintenance requirements?

This question explores participants' perspectives on the ontology tasks implemented in the 
BIHAP system to support ontology maintenance. The collection of system process descriptions, 
ontology task descriptions and 5W1K (What, Where, How, When, Why and Who questions) 
data from the Ministry's system employees provided important information for the formation 
of the basic ontology structure. The structure formed in line with the information obtained 
contributed to the realization of maintenance. As a result of the answers given, it was 
determined that ontology translation was necessary in the transformation from the basic 
document to the ontology. In the participant group, Participants 1, 2, 3, 5 and 6 therefore defined 
ontology translation as the main task of ontology maintenance. From Participant 1's point of 
view, mapping, mapping and alignment and versioning tasks are not currently implemented. 
On the other hand, ontology debugging has been implemented for the creation of ontology 
entities and the maintenance of ontologies. When the conversion of the developed ontology 
entities into different document formats after their control and integration into the ontology 
were examined, these two activities made translation and integration tasks mandatory in the 
ontology maintenance process. Participant 2 states that the transformation of the documents to 
be used in the system into ontology and their inclusion in the existing ontology is a versioning 
task. It shows that the process of adapting the document to the system is a natural part of 
ontology maintenance with the ontology versioning task definition. Participant 3 states that all 
these tasks, except ontology integration, are implemented in maintenance activities. This 
participant emphasizes the existence of ontology maintenance by specifying the system 
interfaces related to each ontology task. Another important point to be noted is that from 
Participant 3's point of view, the integration task in ontology systems can be applied in order to 
be able to associate knowledge bases and use systems between government agencies. 
Participant 4 states ontology matching and alignment and debugging tasks to correct semantic 
errors and conceptual disorders in ontologies. From Participant 4's point of view, these tasks 
are sufficient to support future maintenance requirements. Participant 5 responded that ontology 
debugging and ontology translation are necessary. He also mentioned that there is versioning 
support available in the system, but it is not in active use. Among the participants, the 
integration task was mentioned only by participant 6. Mapping, integration, matching and 
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perspectives. The questions asked during the interview were designed to capture the ontology 
tasks and maintenance. Four open-ended questions were asked during the interviews. These 
questions were designed to measure participant experience, the relationship between ontology 
tasks and ontology maintenance requirements from the participant's perspective, suggestions 
for maintenance requirements other than existing ontology tasks, and sustainable system 
expectations with the implementation of the given ontology tasks. Each ontology task in the 
system was explained before the interview. In addition, the purpose of each question was 
explained to the participants. The answers were organized and tabulated for this study. The 
answers obtained in line with the participant responses are shown in a table after each question.  
As a result of the answers received from the participants, the following data were obtained: 

3.4.1 Question 1: Prior to the ontology-based BIHAP project, do you have any professional 
or academic experience associated with knowledge/information systems projects? 

This question was asked to measure the participants' experience with the concept of ontology 
development in information/information systems from an academic or professional perspective. 
According to the academic title of the participants, it is known that Participant 1, Participant 5 
and Participant 6 have PhD degree experience, while Participant 2, Participant 3 and Participant 
4 have master's degree experience. Project development and maintenance requirements are 
categorized into two different categories: academic or professional information/information 
system project experience. In terms of academic project experience, Participants 1, 3, 4 and 6 
have an academic background in ontology systems and information/information systems 
management. Participants 2, 5 and 6 have project experience in information/information 
systems. Participant 1 has no project experience in information/information systems. However, 
his experience with document management systems was evaluated in terms of other project 
experiences. Among the participants who accepted the invitation, participant 2 is the most 
important participant in terms of information/information systems project experience. 
Participant 2 is a member of another ministry project team apart from the BIHAP project. He 
also contributed to the development of the ontology infrastructure from the first stage of the 
ontology-based system development process until its finalization. Participant 3 does not have 
computer programming / software development skills. He also does not have an academic 
project development background. Only in his doctoral thesis, he conducted research based on 
web service compositions through ontologies in the decision-making phase of information 
systems. Participant 4 has no experience in developing ontology-based systems professionally. 
From an academic point of view, Participant 4 is currently working on ontology learning as a 
thesis topic in her PhD study. Participant 5 has the highest level of knowledge and experience 
among the participants in terms of academic and professional project development experience. 
As a project leader, Participant 5 applies his experience in different Governmental organizations 
projects. Participant 6 is a professional in terms of both experiences. Participant 6 holds a PhD 
degree in Information/Information Management research. He also received project support 
from the Ministry of Industry in 2009 from the Techo-Enterprise program related to 
information/information visualization systems. As a result of the answers given, all of the 
participants have some basic knowledge about ontology tasks in the BIHAP project and their 
contribution to the maintenance application. 

Table 5. Participants' Academic and Project Experience to Question 1

Academic Experiences Project Experiences
Participants Master's Degree PhD Academic Professional

P1 x x
P2 x x
P3 x x
P4 x x
P5 x x
P6 x x x

3.4.2 Question 2: Are the ontology tasks specified in this research sufficient to support 
ontology maintenance requirements?

This question explores participants' perspectives on the ontology tasks implemented in the 
BIHAP system to support ontology maintenance. The collection of system process descriptions, 
ontology task descriptions and 5W1K (What, Where, How, When, Why and Who questions) 
data from the Ministry's system employees provided important information for the formation 
of the basic ontology structure. The structure formed in line with the information obtained 
contributed to the realization of maintenance. As a result of the answers given, it was 
determined that ontology translation was necessary in the transformation from the basic 
document to the ontology. In the participant group, Participants 1, 2, 3, 5 and 6 therefore defined 
ontology translation as the main task of ontology maintenance. From Participant 1's point of 
view, mapping, mapping and alignment and versioning tasks are not currently implemented. 
On the other hand, ontology debugging has been implemented for the creation of ontology 
entities and the maintenance of ontologies. When the conversion of the developed ontology 
entities into different document formats after their control and integration into the ontology 
were examined, these two activities made translation and integration tasks mandatory in the 
ontology maintenance process. Participant 2 states that the transformation of the documents to 
be used in the system into ontology and their inclusion in the existing ontology is a versioning 
task. It shows that the process of adapting the document to the system is a natural part of 
ontology maintenance with the ontology versioning task definition. Participant 3 states that all 
these tasks, except ontology integration, are implemented in maintenance activities. This 
participant emphasizes the existence of ontology maintenance by specifying the system 
interfaces related to each ontology task. Another important point to be noted is that from 
Participant 3's point of view, the integration task in ontology systems can be applied in order to 
be able to associate knowledge bases and use systems between government agencies. 
Participant 4 states ontology matching and alignment and debugging tasks to correct semantic 
errors and conceptual disorders in ontologies. From Participant 4's point of view, these tasks 
are sufficient to support future maintenance requirements. Participant 5 responded that ontology 
debugging and ontology translation are necessary. He also mentioned that there is versioning 
support available in the system, but it is not in active use. Among the participants, the 
integration task was mentioned only by participant 6. Mapping, integration, matching and 
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alignment tasks were mentioned together in collecting terms that meet the structural 
characteristics of institutions and associating them with the system. The answers are 
summarized in Table 6. As a result, it is seen that the ontology debugging task was mentioned 
by all participants. Five respondents mentioned the translation task, three mentioned the
matching and alignment task, and two mentioned the ontology mapping task. 

Table 6. Ontology tasks mentioned by the participants

Participants OM OMA OT OI OV OD
P1 x x
P2 x x x
P3 x x x x x
P4 x x
P5 x x
P6 x x x x x x

3.4.3 Question 3: Are there any tasks you can suggest to meet the maintenance 
requirements of ontologies?

The scope of the problem is to collect appropriate job descriptions that are recommended to be 
included in order to identify the issues where ontology maintenance is insufficient [Table 7].
With their analysis in this direction, the participants stated that there should be different tasks 
in ontology maintenance. Participants 1 and 6 stated that search/scan maintenance tasks should 
be included in the process in order to obtain fast maintenance results in response to the increase 
in the number of users caused by the widespread use of information/information systems. 
Participant 1 suggests a gap analysis task for knowledge/asset management in ontologies and 
knowledge/asset structures that need to be integrated for adaptation to future developments. 
Participants 2, 5 and 6 suggested feasibility and gap analysis by including the feasibility task to 
determine the necessary preliminary preparation and possible situations. Participant 3 suggested 
meta transformations in the ontology as a maintenance task to adapt the ontology to the 
developing technology. It can also facilitate the alignment of ontology structures in the BIHAP 
project structure to be included for integration purposes. Participant 4 suggested ontology 
learning as a maintenance task to support the dynamic, non-autonomous matching and 
alignment of entities in the ontology using artificial intelligence systems models. Participant 5 
suggested that the task of quality and measurement in maintenance should be included to 
standardize ontology systems. Participants 1, 5 and 6 stated that human aspects are needed in 
administrative management control in response to the problems in controlling ontology 
maintenance on the system side. However, no specific ontology task was given to support the 
suggestion.

Table 7. Suggestion ontology tasks for maintenance by participants
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3.4.4 Question 4: Is it a sustainable system model in line with the ontology maintenance 
task responses for the ontology-based BIHAP project?

As a result of the answers given to the question, it measures whether the system is sustainable 
with the implementation of the existing ontology tasks and the ontology tasks proposed by the 
participants [Table 8]. Participants 1, 2, 3, 4 and 6 stated that it would be sustainable with the 
implementation of maintenance tasks. However, Participants 1 and 6 re-state the needs for the 
requirements of information management and the situations that may occur on the user side. 
Participant 5 stated that it would not be sustainable.

Table 8. Participants' approach to sustainability of the Ontology-based BIHAP system

Trust in Sustainability
No Trust in Sustainability

Participants Without New Tasks With New 
Challenges

P1 x
P2 x
P3 x
P4 x
P5 x
P6 x

4.CONCLUSIONS

As a result of the study, ontology maintenance, ontology tasks and sustainability, sustainability 
definition and improvement indicators give the results.
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alignment tasks were mentioned together in collecting terms that meet the structural 
characteristics of institutions and associating them with the system. The answers are 
summarized in Table 6. As a result, it is seen that the ontology debugging task was mentioned 
by all participants. Five respondents mentioned the translation task, three mentioned the
matching and alignment task, and two mentioned the ontology mapping task. 
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P5 x x
P6 x x x x x x
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With their analysis in this direction, the participants stated that there should be different tasks 
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in the number of users caused by the widespread use of information/information systems. 
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learning as a maintenance task to support the dynamic, non-autonomous matching and 
alignment of entities in the ontology using artificial intelligence systems models. Participant 5 
suggested that the task of quality and measurement in maintenance should be included to 
standardize ontology systems. Participants 1, 5 and 6 stated that human aspects are needed in 
administrative management control in response to the problems in controlling ontology 
maintenance on the system side. However, no specific ontology task was given to support the 
suggestion.
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3.4.4 Question 4: Is it a sustainable system model in line with the ontology maintenance 
task responses for the ontology-based BIHAP project?

As a result of the answers given to the question, it measures whether the system is sustainable 
with the implementation of the existing ontology tasks and the ontology tasks proposed by the 
participants [Table 8]. Participants 1, 2, 3, 4 and 6 stated that it would be sustainable with the 
implementation of maintenance tasks. However, Participants 1 and 6 re-state the needs for the 
requirements of information management and the situations that may occur on the user side. 
Participant 5 stated that it would not be sustainable.

Table 8. Participants' approach to sustainability of the Ontology-based BIHAP system

Trust in Sustainability
No Trust in Sustainability

Participants Without New Tasks With New 
Challenges

P1 x
P2 x
P3 x
P4 x
P5 x
P6 x

4.CONCLUSIONS

As a result of the study, ontology maintenance, ontology tasks and sustainability, sustainability 
definition and improvement indicators give the results.
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4.1 Ontology Maintenance 

BIHAP is the appropriate project for the inclusion of approaches to ontology maintenance by 
users. Therefore, the link between ontology maintenance requirements and ontology tasks in 
the BIHAP system was analyzed at the user level. Out of the six participants, all participants 
translated ontologies, while five participants translated ontologies (Table 6). Question 3 asked 
the participants to suggest ontology tasks that might be needed in maintenance requirements. 
The feasibility/gap analysis ontology task suggested by participants 1, 2, 5 and 6 is realized 
with the ontology mapping application from existing tasks. The search and crawl improvements 
ontology tasks proposed by Participants 1 and 6 can be implemented in ontology translation 
operations from existing tasks. The meta translation proposed by participant 3 can be applied 
in debugging and translation tasks. The ontology learning task proposed by Participant 4 
requires more than one possibility to be applied to all ontology tasks. The suggestion for a user-
scale approach by participants 1, 5, and 6, the suggestion for administrative factors in 
knowledge management by participants 1 and 6, and the suggestion for quality and 
standardization in ontology maintenance by participant 5 can be taken as supporting ontology 
tasks in terms of maintenance requirements. 

4.2 Defining Ontology Tasks and Maintenance 

For BIHAP, the results of the ontology maintenance tasks section were considered to determine 
which ontology tasks should be implemented in the system review (Table 4). Two groupings 
are important in these results. The first grouping was based on whether the existing task 
descriptions met the requirement and the second grouping was based on the perspective of 
improving and correcting the maintenance requirements by using them together. Participants 
stated that all existing job descriptions should be used. Participants in the developer role pay 
attention to task alignment in determining task groups since they have system development 
knowledge. The approach taken by these participants was to include the ontology mapping task 
and the translation task while also including the debugging task for maintenance due to the 
changes in the process. For this reason, seven out of the nine developer participants definitely 
mentioned the debugging task together with tasks other than the debugging task. However, the 
end-users and the participants in both roles mentioned the debugging task with the same 
approach. In the overall results, nineteen out of twenty-six participants expressed this view. In 
the same direction, when we look at the approaches to ontology task definitions, mapping and 
translation tasks stand out. The majority of the participants stated that these two tasks are 
important maintenance tasks like debugging tasks. In addition, all of the participants who 
accepted the interview invitation mentioned the debugging task in performing ontology 
maintenance. On mapping, these participants were not in the majority. However, in the case of 
translation, except for one participant, the majority of them mentioned the ontology translation 
task (Table 6). As a result of all these results, it is seen that in terms of the maintenance 
approach, application responses were mostly given for correction and improvement reasons. In 
maintenance requirements, the need for correction indicates corrective maintenance and the 
need for improvement indicates perfecting maintenance. These situations are effective in 
determining the requirements depending on the length of time the system is active. In case of 
obsolescence of systems, corrective maintenance is seen as a need. These types of approaches 

were observed to affect the approaches both in the review studies and in the interviews. The 
ontology-based BIHAP project, which was examined in terms of maintenance, tends to be a 
high-level system with the realization of the necessary maintenance. In order to achieve this, 
sustainability will be mostly thanks to the answers given. 

4.3 Sustainability Definition and Improvement 

Ontology plays an important role for BIHAP to be a sustainable system. All information 
visualization functions of BIHAP work through the ontology. Therefore, the sustainability of 
BIHAP depends on the sustainability of its ontology. In the interviews, except for participant 
5, the other participants were of the opinion that BIHAP will be a sustainable system with the 
implemented tasks. Participant 5 has academic and project experience in terms of experience. 
This has given this participant an important technical and administrative perspective. In 
Question 3, where approaches to sustainability were examined, this participant suggested the 
task of maintenance quality and standardization, user factor and feasibility and gap analysis 
tasks together. This participant states that sustainability will not occur if the improvement 
suggestion of this participant is not applied to the system. On the other hand, for Participants 2, 
3 and 4, the existing ontology tasks are sufficient for a sustainable system. Participants 1 and 6 
state that new tasks should be included. The proposed tasks are important to support 
maintenance and sustainability in terms of improvements and fixes. In addition, ontology 
search/scanning, complex versioning, meta transformation approach and ontology learning task 
that provides supervised/unsupervised learning from the autonomous system, which will benefit 
from the ontology task suggestions given in the interviews, are included in the standard system 
functions. However, the parts related to ontology gap/feasibility analysis and human factors can 
be defined as pre-processing step tasks before the ontology tasks. These distinctions help in the 
appropriate ontology maintenance structure. Furthermore, ontology-based system 
implementations can be limited to support user needs. As system technological structures 
mentioned by participant 6, database and XML infrastructures offer the possibility to work 
faster in visualizing and mapping information/information systems data. The ontology structure 
may or may not be developed. In case it is not developed, the ontology can be translated into a 
database or XML structure for sustainability purposes. In addition, ontology-based systems can 
be ontomatized with artificial intelligence structures and supervised learning methods, and 
measures and precautions can be taken early. Thanks to the measures and precautions taken, 
adaptation to developing systems in line with sustainability can be ensured and data 
uncertainties can be prevented. 

4.4 Further Work 

The applied academic review should be transformed from a manual to an automated structure 
for the adaptation of ontology tasks in line with ontology maintenance requirements. 
Time/resource advantage should be gained through this transformation. By reflecting the 
requirement demands with artificial intelligence models to information/information 
management systems, changing trends can increase ontology knowledge base management in 
BIHAP system structure. In this direction, as part of the ontology knowledge base system, 
artificial intelligence deep learning techniques applications should be used to transform the 
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are important in these results. The first grouping was based on whether the existing task 
descriptions met the requirement and the second grouping was based on the perspective of 
improving and correcting the maintenance requirements by using them together. Participants 
stated that all existing job descriptions should be used. Participants in the developer role pay 
attention to task alignment in determining task groups since they have system development 
knowledge. The approach taken by these participants was to include the ontology mapping task 
and the translation task while also including the debugging task for maintenance due to the 
changes in the process. For this reason, seven out of the nine developer participants definitely 
mentioned the debugging task together with tasks other than the debugging task. However, the 
end-users and the participants in both roles mentioned the debugging task with the same 
approach. In the overall results, nineteen out of twenty-six participants expressed this view. In 
the same direction, when we look at the approaches to ontology task definitions, mapping and 
translation tasks stand out. The majority of the participants stated that these two tasks are 
important maintenance tasks like debugging tasks. In addition, all of the participants who 
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translation, except for one participant, the majority of them mentioned the ontology translation 
task (Table 6). As a result of all these results, it is seen that in terms of the maintenance 
approach, application responses were mostly given for correction and improvement reasons. In 
maintenance requirements, the need for correction indicates corrective maintenance and the 
need for improvement indicates perfecting maintenance. These situations are effective in 
determining the requirements depending on the length of time the system is active. In case of 
obsolescence of systems, corrective maintenance is seen as a need. These types of approaches 

were observed to affect the approaches both in the review studies and in the interviews. The 
ontology-based BIHAP project, which was examined in terms of maintenance, tends to be a 
high-level system with the realization of the necessary maintenance. In order to achieve this, 
sustainability will be mostly thanks to the answers given. 

4.3 Sustainability Definition and Improvement 

Ontology plays an important role for BIHAP to be a sustainable system. All information 
visualization functions of BIHAP work through the ontology. Therefore, the sustainability of 
BIHAP depends on the sustainability of its ontology. In the interviews, except for participant 
5, the other participants were of the opinion that BIHAP will be a sustainable system with the 
implemented tasks. Participant 5 has academic and project experience in terms of experience. 
This has given this participant an important technical and administrative perspective. In 
Question 3, where approaches to sustainability were examined, this participant suggested the 
task of maintenance quality and standardization, user factor and feasibility and gap analysis 
tasks together. This participant states that sustainability will not occur if the improvement 
suggestion of this participant is not applied to the system. On the other hand, for Participants 2, 
3 and 4, the existing ontology tasks are sufficient for a sustainable system. Participants 1 and 6 
state that new tasks should be included. The proposed tasks are important to support 
maintenance and sustainability in terms of improvements and fixes. In addition, ontology 
search/scanning, complex versioning, meta transformation approach and ontology learning task 
that provides supervised/unsupervised learning from the autonomous system, which will benefit 
from the ontology task suggestions given in the interviews, are included in the standard system 
functions. However, the parts related to ontology gap/feasibility analysis and human factors can 
be defined as pre-processing step tasks before the ontology tasks. These distinctions help in the 
appropriate ontology maintenance structure. Furthermore, ontology-based system 
implementations can be limited to support user needs. As system technological structures 
mentioned by participant 6, database and XML infrastructures offer the possibility to work 
faster in visualizing and mapping information/information systems data. The ontology structure 
may or may not be developed. In case it is not developed, the ontology can be translated into a 
database or XML structure for sustainability purposes. In addition, ontology-based systems can 
be ontomatized with artificial intelligence structures and supervised learning methods, and 
measures and precautions can be taken early. Thanks to the measures and precautions taken, 
adaptation to developing systems in line with sustainability can be ensured and data 
uncertainties can be prevented. 

4.4 Further Work 

The applied academic review should be transformed from a manual to an automated structure 
for the adaptation of ontology tasks in line with ontology maintenance requirements. 
Time/resource advantage should be gained through this transformation. By reflecting the 
requirement demands with artificial intelligence models to information/information 
management systems, changing trends can increase ontology knowledge base management in 
BIHAP system structure. In this direction, as part of the ontology knowledge base system, 
artificial intelligence deep learning techniques applications should be used to transform the 
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system. A knowledge management model is required for the ontology tasks, development and 
maintenance processes studied. For future research, this is an important area of study that is 
open for further study opportunities. However, a structure suitable for an AI-based supervised 
learning model can be developed to respond to the requirements of different systems. As a result 
of academic research, ontology structures should be supported by meta-transformation and 
dynamic/autonomous learning tasks in ontologies built with ontology tasks. With the changes 
in information/information technologies in the system infrastructures of organizations, 
ontology-related approaches can be expected to be applied more and more, so ontology 
maintenance is an open field that awaits more researchers today.
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Abstract 

Financial planning is the process of developing a strategy to help organizations manage their 
financial resources as effectively as possible. It involves analyzing an organization's current 
financial situation, setting its financial goals and developing a plan to achieve those goals. This 
study aims to develop revenue forecasting models using univariate time series methods. For 
this purpose, deep learning based Long Short-Term Memory (LSTM), Gated Recurrent Unit 
(GRU) and Convolutional Long Short-Term Memory (ConvLSTM) have been used. The 
performance of the developed models has been evaluated using Mean Absolute Percentage 
Error (MAPE). The dataset includes 113 rows of total revenue data in weekly format from June 
1st, 2020 to July 31st, 2022. Forecast models have been developed for two different weeks and 
months randomly selected from the dataset. The MAPE's obtained with LSTM, GRU and 
ConvLSTM varied from 1.23% to 4.67% for different weeks and from 9.9% to 13.86% for 
different months. The results show that LSTM based models yield superior performance for 
both weekly and monthly revenue forecasting.

Keywords: Time Series, Machine Learning, Financial Planning, Revenue Forecasting

1. INTRODUCTION

Financial planning and budgeting ensure that the company has sufficient liquidity. A company 
that carries out financial planning can organize its financial roadmap and evaluate the reasons 
for deviations from the target data. Financial planning identifies financial weaknesses and 
strengths as well as needs based on income and expense statements. Financial planning provides 
the most ideal solutions for companies to achieve their desired goals. With financial planning, 
companies get the privilege to expand their range of products or services and take advantage of 
new opportunities for methods that increase their productivity and profitability.

The status of income and expenses, assets, risks, liabilities, costs and time are elements of 
financial planning. For a good financial planning, it is necessary to know the future values of 
some financial components and manage the related processes. It is very important to make 
accurate forecasts for the relevant components.

This study aims to develop revenue forecasting models using univariate time series methods. 
For this purpose, deep learning based LSTM, GRU and ConvLSTM have been used. The 
performance of the developed models has been evaluated using MAPE.

This paper is organized as follows: Section 2 presents related literature. The materials, 
methodology and details of the forecast models are presented in Section 3. Results and 
discussion are presented in Section 4. Section 5 concludes the paper.

2. LITERATURE REVIEW

In recent years, various methods have been used for revenue forecasting. [1] presented the data 
sources, techniques, features and evaluation criteria used in movie revenue forecasting. 36 
related articles were selected and examined. It was observed that regression and classification 
approaches were mostly used in the articles that examined movie revenue estimation. In 
addition, it was determined that the MAPE, Root Mean Square Error (RMSE) and Mean Percent 
Hit Rate (MPHR) were the most used evaluation metrics. [2] used machine learning methods 
and high-dimensional financial data to predict the direction of one-year-ahead earnings 
changes.  The outperformed models used Logistic Regression (LR) and small sets of accounting 
variables and professional analyst's estimates. [3] explored how different machine learning 
models performed in revenue estimation for local methods and compared revenue estimation 
performance by various machine learning algorithms. The results showed that traditional 
statistical methods were better than machine learning algorithms and more effective at 
predicting the property tax revenue of K-Nearest Neighbors (KNN). [4] proposed an enterprise 
economic forecasting method based on the Auto-Regressive Integrated Moving Average –
LSTM (ARIMA-LSTM). ARIMA was used to estimate the linear data of the time series and 
the LSTM was used to estimate the nonlinear relationship. The ARIMA-LSTM was used to 
predict the future economic development of enterprises. The results show that the model can 
effectively predict the economic situation of enterprises. [5] presented the market revenue 
forecast result and error analysis result of the products based on fuzzy logic and artificial 
intelligence algorithms. In the results, it was observed that the Neural Network (NN) algorithm 
had high accuracy in predicting the future sales of the product. [6] studied and analyzed 
prediction models developed with machine learning algorithms using publicly available 
information. It was concluded that machine learning algorithms provided more accurate 
revenue forecasts compared to financial analysts. [7] proposed a model to predict business 
revenue data based on controllable model complexity. They used multiple models such as 
Support Vector Machine (SVM). In addition, the ability of the predictive models was evaluated 
using three indices: MAE, RMSE and MAPE. [8] proposed machine learning to develop movie 
revenue forecast models. Then, they used basic theories to prove the validity of each model and 
compare their performance. [9] presented the Generalized Additive Models (GAMs) and 
machine learning models developed based on Artificial Neural Networks (ANNs) to predict the 
optimum revenues of an integrated power generation and storage system. Predictive equations 
and models were created based on optimized solutions from the Conventional Hydroelectric 
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1. INTRODUCTION

Financial planning and budgeting ensure that the company has sufficient liquidity. A company 
that carries out financial planning can organize its financial roadmap and evaluate the reasons 
for deviations from the target data. Financial planning identifies financial weaknesses and 
strengths as well as needs based on income and expense statements. Financial planning provides 
the most ideal solutions for companies to achieve their desired goals. With financial planning, 
companies get the privilege to expand their range of products or services and take advantage of 
new opportunities for methods that increase their productivity and profitability.

The status of income and expenses, assets, risks, liabilities, costs and time are elements of 
financial planning. For a good financial planning, it is necessary to know the future values of 
some financial components and manage the related processes. It is very important to make 
accurate forecasts for the relevant components.

This study aims to develop revenue forecasting models using univariate time series methods. 
For this purpose, deep learning based LSTM, GRU and ConvLSTM have been used. The 
performance of the developed models has been evaluated using MAPE.

This paper is organized as follows: Section 2 presents related literature. The materials, 
methodology and details of the forecast models are presented in Section 3. Results and 
discussion are presented in Section 4. Section 5 concludes the paper.

2. LITERATURE REVIEW

In recent years, various methods have been used for revenue forecasting. [1] presented the data 
sources, techniques, features and evaluation criteria used in movie revenue forecasting. 36 
related articles were selected and examined. It was observed that regression and classification 
approaches were mostly used in the articles that examined movie revenue estimation. In 
addition, it was determined that the MAPE, Root Mean Square Error (RMSE) and Mean Percent 
Hit Rate (MPHR) were the most used evaluation metrics. [2] used machine learning methods 
and high-dimensional financial data to predict the direction of one-year-ahead earnings 
changes.  The outperformed models used Logistic Regression (LR) and small sets of accounting 
variables and professional analyst's estimates. [3] explored how different machine learning 
models performed in revenue estimation for local methods and compared revenue estimation 
performance by various machine learning algorithms. The results showed that traditional 
statistical methods were better than machine learning algorithms and more effective at 
predicting the property tax revenue of K-Nearest Neighbors (KNN). [4] proposed an enterprise 
economic forecasting method based on the Auto-Regressive Integrated Moving Average –
LSTM (ARIMA-LSTM). ARIMA was used to estimate the linear data of the time series and 
the LSTM was used to estimate the nonlinear relationship. The ARIMA-LSTM was used to 
predict the future economic development of enterprises. The results show that the model can 
effectively predict the economic situation of enterprises. [5] presented the market revenue 
forecast result and error analysis result of the products based on fuzzy logic and artificial 
intelligence algorithms. In the results, it was observed that the Neural Network (NN) algorithm 
had high accuracy in predicting the future sales of the product. [6] studied and analyzed 
prediction models developed with machine learning algorithms using publicly available 
information. It was concluded that machine learning algorithms provided more accurate 
revenue forecasts compared to financial analysts. [7] proposed a model to predict business 
revenue data based on controllable model complexity. They used multiple models such as 
Support Vector Machine (SVM). In addition, the ability of the predictive models was evaluated 
using three indices: MAE, RMSE and MAPE. [8] proposed machine learning to develop movie 
revenue forecast models. Then, they used basic theories to prove the validity of each model and 
compare their performance. [9] presented the Generalized Additive Models (GAMs) and 
machine learning models developed based on Artificial Neural Networks (ANNs) to predict the 
optimum revenues of an integrated power generation and storage system. Predictive equations 
and models were created based on optimized solutions from the Conventional Hydroelectric 
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Power and Environmental Resource System (CHEERS) model. Model validation prediction 
errors of GAMs and machine learning models were less than 5%; better performance was 
obtained from the regression equations in the machine learning models. [10] proposed using 
earnings per share as a performance measure to predict corporate financial performance and 
used three supervised machine learning methods: Linear Discriminant Analysis (LDA), 
Quadratic Discriminant Analysis (QDA) and Random Forest (RF). They also used a sample of 
63 banks listed from 8 emerging markets between 2008 and 2017. In the study, it was concluded 
that the best prediction model was created with the RF and evidence was found about the 
accuracy and performance of the presented models.  

3. MATERIAL AND METHOD

The dataset includes 113 rows of total revenue data in weekly format from June 1st, 2020 to 
July 31st, 2022. Forecast models have been developed for two different weeks (23.05.2022 -
29.05.2022, 18.07.2022 - 24.07.2022) and two different months (May 2022 and June 2022) 
randomly selected from the data set. Forecast models have been developed using LSTM, GRU 
and ConvLSTM on historical total revenue data.

3.1. Long Short Term Memory

LSTM is recursive and is used in deep learning methods. LSTM has a similar control flow to a 
Recursive Neural Network (RNN). It processes data propagating forward and transmits 
information. Unlike standard recursive networks, the LSTM network has a feedback loop that 
allows it to process not only individual data points but also entire sequences. Therefore, these 
networks are used for the classification, processing, and prediction of time series data [11].

3.2. Gated Recurrent Unit 

GRU, like LSTM, is a variant of RNN. However, unlike LSTM, GRUs are not in a cell state 
and use hidden layers to transmit information. Also unlike LSTM, it has reset and updated gates. 
LSTM module has a large number of parameters and a complex structure; therefore, it is 
inclined to overfitting. To solve this problem, the GRU structure was proposed in 2014 as a 
variant of LSTM. GRU architecture has a simpler structure. Each of these RNN variants has a 
structure that consists of replicated instances of a particular module; however, the structure of 
the replicated module in a GRU network is somewhat simpler than in an LSTM network. Since 
the GRU architecture has only two types of control gates, the calculation speed of a GRU model 
is much faster than that of an LSTM model [12].

3.3. Convolutional Long Short-Term Memory (ConvLSTM)

The convolutional LSTM model is a variation of LSTM that replaces FC layer operators with 
convolutional operators. It uses convolution operators for input-to-private and confidential 
connections. By replacing the convolution operators with an LSTM memory cell, ConvLSTM 

can know what information to remember or forget from the previous cell state using the forget 
gate. Similarly, ConvLSTM also decides what information to store in the current cell state. In 
ConvLSTM, the transition between states is similar to the movement between frames [13].

4. RESULTS AND DISCUSSION

The performance of the developed models has been evaluated using MAPE. Table 1 and Table 
2 show MAPE’s of weekly and monthly forecast models, respectively.

Table 1. MAPE's of the weekly forecast models
Week LSTM GRU ConvLSTM

23.05.2022 - 29.05.2022 1.82 1.95 4.05
18.07.2022 - 24.07.2022 1.23 2.14 4.67

Table 2. MAPE's of the monthly forecast models
Month LSTM GRU ConvLSTM

May 2022 10.83 13.86 12.09

June 2022 9.90 12.30 10.80

For weekly forecast models;
• For 23.05.2022 - 29.05.2022; LSTM model yields 0.13% and 2.23% lower MAPE’s

than that of GRU model and ConvLSTM model, respectively.
• For 18.07.2022 - 24.07.2022; LSTM model yields 0.91% and 3.44% lower lower

MAPE’s than that of GRU model and ConvLSTM model, respectively.

For monthly forecast models;
• For May 2022; LSTM model yields 3.03% and 1.26% lower MAPE’s than that of GRU

model and ConvLSTM model, respectively.
• For June 2022; LSTM model yields 2.40% and 0.90% lower MAPE’s than that of GRU

model and ConvLSTM model, respectively.

5. CONCLUSION

In this study, revenue forecast models have been developed for two different weeks and two 
different months by time series-based methods. The MAPE's obtained with LSTM, GRU and 
ConvLSTM varied from 1.23% to 4.67% on different weeks, 9.9% to 13.86% on different 
months. As a result of this study, LSTM-based models yield superior performance for both 
weekly and monthly revenue forecasting.
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the replicated module in a GRU network is somewhat simpler than in an LSTM network. Since 
the GRU architecture has only two types of control gates, the calculation speed of a GRU model 
is much faster than that of an LSTM model [12].
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The convolutional LSTM model is a variation of LSTM that replaces FC layer operators with 
convolutional operators. It uses convolution operators for input-to-private and confidential 
connections. By replacing the convolution operators with an LSTM memory cell, ConvLSTM 

can know what information to remember or forget from the previous cell state using the forget 
gate. Similarly, ConvLSTM also decides what information to store in the current cell state. In 
ConvLSTM, the transition between states is similar to the movement between frames [13].

4. RESULTS AND DISCUSSION

The performance of the developed models has been evaluated using MAPE. Table 1 and Table 
2 show MAPE’s of weekly and monthly forecast models, respectively.
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18.07.2022 - 24.07.2022 1.23 2.14 4.67
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June 2022 9.90 12.30 10.80

For weekly forecast models;
• For 23.05.2022 - 29.05.2022; LSTM model yields 0.13% and 2.23% lower MAPE’s

than that of GRU model and ConvLSTM model, respectively.
• For 18.07.2022 - 24.07.2022; LSTM model yields 0.91% and 3.44% lower lower
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model and ConvLSTM model, respectively.
• For June 2022; LSTM model yields 2.40% and 0.90% lower MAPE’s than that of GRU

model and ConvLSTM model, respectively.

5. CONCLUSION

In this study, revenue forecast models have been developed for two different weeks and two 
different months by time series-based methods. The MAPE's obtained with LSTM, GRU and 
ConvLSTM varied from 1.23% to 4.67% on different weeks, 9.9% to 13.86% on different 
months. As a result of this study, LSTM-based models yield superior performance for both 
weekly and monthly revenue forecasting.
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Abstract 

E-commerce companies use promotional pricing to attract the attention of online consumers by

applying a flash sale program. The flash sale aims to increase demand through a pricing strategy 

for a company's products. Price elasticity is a type of pricing strategy in which the company 

uses flexible prices that change according to market demand. Price elasticity shows the 

relationship between price and quantity demanded and allows an estimation of the impact of a 

price change on quantity demanded. In other words, it measures the response of consumers to 

changes in the price of a product. If a product has price elasticity, a slight change in price will 

result in a large change in demand for that product. This study aims determining the price 

elasticity of flash sale products on Trendyol.com. The main purpose is to generate price-based 

sales forecasts for products in order to highlight discounted products and increase sales. In this 

context, forecast models have been developed using Generalized Additive Models (GAM) and 

Linear Regression (LR). The performance of the developed models has been evaluated using 

Mean Squared Error (MSE) for 50 different products. Results show that the average MSE’s of 

LR-based model and GAM-based model are 21.41 and 29.33, respectively.

Keywords: Price Elasticity, Generalized Additive Models, Linear Regression

1. INTRODUCTION

Over the past decade, e-commerce has become an increasingly popular way for consumers to 

purchase products online. The convenience, accessibility, and variety of online shopping have 

made it an attractive alternative to traditional brick-and-mortar stores. With the rise of e-

commerce, companies have started using various advertising strategies to attract the attention 

of online customers. One of these strategies is the use of flash sales, which are short-term sales 

promotions that offer products at reduced prices for a limited time.

Flash sales are a popular method for e-commerce companies to drive demand for their products 

and increase sales. They create a sense of urgency among consumers and prompt them to make 

a quick purchase decision before the sale ends. Flash sales also provide e-commerce companies 

with an opportunity to showcase their products and promote their brand. They can be used to 

reduce inventory, introduce new products, or simply to promote the company.

However, pricing strategies such as flash sales can have a significant impact on consumer 

behavior, especially in terms of price elasticity. E-commerce brands monitor a product's sales 

and dynamically change the price to maximize expected revenue. This is referred to as price 

elasticity. Price elasticity refers to the extent to which price changes affect demand for a 

product. It is an important concept for e-commerce businesses to understand in order to make 

informed pricing decisions. By understanding the price elasticity of their products, e-commerce 

companies can optimize their pricing strategies to maximize sales and profitability.

The aim of this study is to determine the price elasticity of products offered at instant discounts 

on Trendyol.com, a popular e-commerce platform in Turkey. Therefore, price elasticity models 

have been developed using GAM and LR to predict the impact of price changes on consumer 

behavior and generate price-based sales forecasts for discount products. The performance of 

the developed models has been evaluated using Mean Squared Error (MSE).

This paper is organized as follows: Section 2 presents related literature. The methodology and 

details of the prediction models are given in Section 3. Results and discussions are presented in 

Section 4. Section 5 concludes the paper.

2. LITERATURE REVIEW

In recent years, many methods have been used for price elasticity. [1] presented a prescriptive 

analysis approach to optimize pricing for an e-commerce retailer, allowing price differentiation 

based on customer demand elasticity. The model aimed to maximize gross profit by predicting 

customer demand as a function of price using historical data and formulating optimization using 

nonlinear objective functions and constraints. A randomized decomposition approach was used 

to find a near-optimal solution. The results of the computational experiments were also 

discussed. [2] proposed a novel elastic demand function for hotel occupancy prediction, 

incorporating a price elasticity prediction model (PEM) with competitive representation and 

multi-sequence fusion. A multi-task framework mitigated data sparsity. Experiments
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Abstract 

E-commerce companies use promotional pricing to attract the attention of online consumers by

applying a flash sale program. The flash sale aims to increase demand through a pricing strategy 

for a company's products. Price elasticity is a type of pricing strategy in which the company 

uses flexible prices that change according to market demand. Price elasticity shows the 

relationship between price and quantity demanded and allows an estimation of the impact of a 

price change on quantity demanded. In other words, it measures the response of consumers to 

changes in the price of a product. If a product has price elasticity, a slight change in price will 

result in a large change in demand for that product. This study aims determining the price 

elasticity of flash sale products on Trendyol.com. The main purpose is to generate price-based 

sales forecasts for products in order to highlight discounted products and increase sales. In this 

context, forecast models have been developed using Generalized Additive Models (GAM) and 

Linear Regression (LR). The performance of the developed models has been evaluated using 

Mean Squared Error (MSE) for 50 different products. Results show that the average MSE’s of 

LR-based model and GAM-based model are 21.41 and 29.33, respectively.

Keywords: Price Elasticity, Generalized Additive Models, Linear Regression

1. INTRODUCTION

Over the past decade, e-commerce has become an increasingly popular way for consumers to 

purchase products online. The convenience, accessibility, and variety of online shopping have 

made it an attractive alternative to traditional brick-and-mortar stores. With the rise of e-

commerce, companies have started using various advertising strategies to attract the attention 

of online customers. One of these strategies is the use of flash sales, which are short-term sales 

promotions that offer products at reduced prices for a limited time.

Flash sales are a popular method for e-commerce companies to drive demand for their products 

and increase sales. They create a sense of urgency among consumers and prompt them to make 

a quick purchase decision before the sale ends. Flash sales also provide e-commerce companies 

with an opportunity to showcase their products and promote their brand. They can be used to 

reduce inventory, introduce new products, or simply to promote the company.

However, pricing strategies such as flash sales can have a significant impact on consumer 

behavior, especially in terms of price elasticity. E-commerce brands monitor a product's sales 

and dynamically change the price to maximize expected revenue. This is referred to as price 

elasticity. Price elasticity refers to the extent to which price changes affect demand for a 

product. It is an important concept for e-commerce businesses to understand in order to make 

informed pricing decisions. By understanding the price elasticity of their products, e-commerce 

companies can optimize their pricing strategies to maximize sales and profitability.

The aim of this study is to determine the price elasticity of products offered at instant discounts 

on Trendyol.com, a popular e-commerce platform in Turkey. Therefore, price elasticity models 

have been developed using GAM and LR to predict the impact of price changes on consumer 

behavior and generate price-based sales forecasts for discount products. The performance of 

the developed models has been evaluated using Mean Squared Error (MSE).

This paper is organized as follows: Section 2 presents related literature. The methodology and 

details of the prediction models are given in Section 3. Results and discussions are presented in 

Section 4. Section 5 concludes the paper.

2. LITERATURE REVIEW

In recent years, many methods have been used for price elasticity. [1] presented a prescriptive 

analysis approach to optimize pricing for an e-commerce retailer, allowing price differentiation 

based on customer demand elasticity. The model aimed to maximize gross profit by predicting 

customer demand as a function of price using historical data and formulating optimization using 

nonlinear objective functions and constraints. A randomized decomposition approach was used 

to find a near-optimal solution. The results of the computational experiments were also 

discussed. [2] proposed a novel elastic demand function for hotel occupancy prediction, 

incorporating a price elasticity prediction model (PEM) with competitive representation and 

multi-sequence fusion. A multi-task framework mitigated data sparsity. Experiments
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demonstrated superior performance of PEM for occupancy prediction and dynamic pricing, 

with successful deployment at Fliggy for online hotel bookings. [4] proposed a data-driven and 

interpretable discount pricing approach using transaction data. The approach included 

counterfactual forecasting and multi-period price optimization. A semiparametric structural 

model was developed to learn price elasticity and predict demand, combining the predictability 

of machine learning with the interpretability of economic models. A dynamic multi-period 

pricing algorithm was proposed to maximize profit over the sales horizon, with a sequential 

pricing strategy derived from a Markov decision process. [5] introduced a price optimization 

technique in retail, considering substitution effects. An algorithm was developed for demand 

prediction and price optimization, reducing execution time and price combinations significantly.

[7] demonstrated that incorporating cross effects in models enhanced forecasting accuracy by

39% compared to naïve models and 14% compared to models without cross effects. Optimized 

pricing based on these models led to a 30% revenue increase. [8] proposed prescriptive price 

optimization using machine learning. The problem was formulated as binary quadratic 

programming, achieving significant profit improvement (approx. 30%) for multiple products.

[9] introduced an improved Convolutional Long-Short Term Memory (ConvLSTM) model for

pricing strategy, incorporating it into the field previously dominated by the LSTM model. The 

results showed that the proposed ConvLSTM-based pricing strategy model demonstrated 

superiority in comparison experiments. [10] proposed a method using historical data to optimize 

a retailer's price discount system. First, initial estimates of discounted prices were obtained for 

each product. Then, machine learning and deep learning algorithms were used to generate sales 

forecasts, calculate price elasticities, and develop a nonlinear price optimization system to 

recommend optimal prices. The results were presented in detail for the textiles category, and 

backtesting was performed. [11] proposed a dynamic pricing system including competitor 

analysis for base price determination, a novel occupancy prediction model (Deep Factorization 

Machine (DeepFM) + seq2seq), and a DNN for rational price adjustments. Compared to rule-

based strategies, the proposed system improved revenue management efficiency. [12] presented 

a decision-support system for retail pricing and revenue optimization. It used regression 

tree/random forest-based algorithms to predict demand and an integer linear programming 

model for optimal price allocation. The methodology was applied to offline retailing of 

expensive products, optimizing revenue through branch & bound and heuristic methods.

3. METHODOLOGY

In order to achieve the research aims, a systematic and well-structured methodology consisting 

of nine key steps was implemented. By adhering to this methodological framework, the study 

aims to provide valuable insights and actionable recommendations for the pricing and selection 

of Flash Sale Products (FSP). Each step was thoughtfully crafted to contribute to the overall

analysis and decision-making process, resulting in a robust methodology that facilitated 

accurate predictions and informed pricing strategies. The summarized steps of the methodology 

are as follows:

Step 1: A rule-based filtering is applied to products to identify the ones that meet the following 

criteria:

1. The order count in the last 90 days should be greater than 38 and greater than the 75th

percentile overall, 

2. The visit count in the last 90 days should be greater than 500,

3. The category name should not be Supermarket or Digital Goods,

4. The product should have at least 3 distinct prices in the last 90 days.

Step 2: In the second step, feature preparation is started within the retained products from step 

1. The last 90 days' impression and price data are collected as features.

Step 3: After the data collection, exploratory data analysis is implemented. Applied logarithmic 

transformation for both impression and price data.

Step 4: LR model and GAM model are trained with -91 days of data and validation is made by 

-1 days order count.

Step 5: Order count predictions are found with GAM model and LR for the current price, the 

last 2 weeks' median price and FSP price.

Step 6: FSP price is calculated by the following formula: current price * 0.8.

Step 7: Based on a set of rules, which model is going to be chosen for order count prediction is 

selected.

Step 8: Incremental order FSP is calculated as follows: FSP price model sales prediction results 

- current price model sales prediction results.

Step 9: Whether incremental order FSP formula accepts the <0 rules, then the product is 

selected as Flash Product.

The summary of the methods used for developing the forecast models are given below.
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with successful deployment at Fliggy for online hotel bookings. [4] proposed a data-driven and 

interpretable discount pricing approach using transaction data. The approach included 

counterfactual forecasting and multi-period price optimization. A semiparametric structural 

model was developed to learn price elasticity and predict demand, combining the predictability 

of machine learning with the interpretability of economic models. A dynamic multi-period 

pricing algorithm was proposed to maximize profit over the sales horizon, with a sequential 

pricing strategy derived from a Markov decision process. [5] introduced a price optimization 

technique in retail, considering substitution effects. An algorithm was developed for demand 

prediction and price optimization, reducing execution time and price combinations significantly.

[7] demonstrated that incorporating cross effects in models enhanced forecasting accuracy by

39% compared to naïve models and 14% compared to models without cross effects. Optimized 

pricing based on these models led to a 30% revenue increase. [8] proposed prescriptive price 

optimization using machine learning. The problem was formulated as binary quadratic 

programming, achieving significant profit improvement (approx. 30%) for multiple products.

[9] introduced an improved Convolutional Long-Short Term Memory (ConvLSTM) model for

pricing strategy, incorporating it into the field previously dominated by the LSTM model. The 

results showed that the proposed ConvLSTM-based pricing strategy model demonstrated 

superiority in comparison experiments. [10] proposed a method using historical data to optimize 

a retailer's price discount system. First, initial estimates of discounted prices were obtained for 

each product. Then, machine learning and deep learning algorithms were used to generate sales 

forecasts, calculate price elasticities, and develop a nonlinear price optimization system to 

recommend optimal prices. The results were presented in detail for the textiles category, and 

backtesting was performed. [11] proposed a dynamic pricing system including competitor 

analysis for base price determination, a novel occupancy prediction model (Deep Factorization 

Machine (DeepFM) + seq2seq), and a DNN for rational price adjustments. Compared to rule-

based strategies, the proposed system improved revenue management efficiency. [12] presented 

a decision-support system for retail pricing and revenue optimization. It used regression 

tree/random forest-based algorithms to predict demand and an integer linear programming 

model for optimal price allocation. The methodology was applied to offline retailing of 

expensive products, optimizing revenue through branch & bound and heuristic methods.

3. METHODOLOGY

In order to achieve the research aims, a systematic and well-structured methodology consisting 

of nine key steps was implemented. By adhering to this methodological framework, the study 

aims to provide valuable insights and actionable recommendations for the pricing and selection 

of Flash Sale Products (FSP). Each step was thoughtfully crafted to contribute to the overall

analysis and decision-making process, resulting in a robust methodology that facilitated 

accurate predictions and informed pricing strategies. The summarized steps of the methodology 

are as follows:

Step 1: A rule-based filtering is applied to products to identify the ones that meet the following 

criteria:

1. The order count in the last 90 days should be greater than 38 and greater than the 75th

percentile overall, 

2. The visit count in the last 90 days should be greater than 500,

3. The category name should not be Supermarket or Digital Goods,

4. The product should have at least 3 distinct prices in the last 90 days.

Step 2: In the second step, feature preparation is started within the retained products from step 

1. The last 90 days' impression and price data are collected as features.

Step 3: After the data collection, exploratory data analysis is implemented. Applied logarithmic 

transformation for both impression and price data.

Step 4: LR model and GAM model are trained with -91 days of data and validation is made by 

-1 days order count.

Step 5: Order count predictions are found with GAM model and LR for the current price, the 

last 2 weeks' median price and FSP price.

Step 6: FSP price is calculated by the following formula: current price * 0.8.

Step 7: Based on a set of rules, which model is going to be chosen for order count prediction is 

selected.

Step 8: Incremental order FSP is calculated as follows: FSP price model sales prediction results 

- current price model sales prediction results.

Step 9: Whether incremental order FSP formula accepts the <0 rules, then the product is 

selected as Flash Product.

The summary of the methods used for developing the forecast models are given below.
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3.1. Generalized Additive Model

GAM is an extension of the classical general linear model that allows for the inclusion of non-

linear functions of variables. It provides a flexible way to specify the response variable by using 

smooth functions rather than detailed parametric relationships with the covariates. 

GAM uses link functions to connect the dependent variable with unspecified functions, which 

helps to limit the error in predicting the dependent variable from various distributions.

However, this flexibility comes at the cost of needing to represent the smooth functions in a 

similar pattern and selecting the appropriate level of smoothness [6].

3.2. Linear Regression

LR is a simple approach for supervised learning, which is particularly useful for predicting a 

quantitative response. Although it may seem less exciting than some of the newer statistical 

learning approaches, LR remains a widely used and important method. In fact, many modern 

approaches are generalizations or extensions of LR [3].

4. RESULTS AND DISCUSSION

The performance of the models was evaluated using MSE. Table 2 and Table 3 show the MSE's 

of the models using LR and GAM.

Table 2. MSE’s of the models

Product ID LR GAM Product ID LR GAM

0 2.63 6.64 14 6.57 7.13

1 27.53 1.99 15 16.61 105.05

2 2.25 0.21 16 0.21 0.21

3 3.54 14.54 17 2.30 10.56

4 1.36 4.77 18 7.83 29.89

5 0.00 0.36 19 4.64 4.26

6 3.47 3.46 20 1.01 1.45

7 0.09 0.08 21 17.16 0.75

8 21.85 14.80 22 439.04 133.49

9 167.55 132.99 23 2.76 1.46

10 0.68 0.99 24 25.12 115.59

11 0.73 0.24 25 3.28 2.48

12 2.85 4.69 26 0.74 1.38

13 127.87 175.37 27 33.52 45.79

Table 3. MSE’s of the models (continued)

Product ID LR GAM Product ID LR GAM

28 80.59 58.77 39 0.20 0.00

29 24.99 9.82 40 3.09 1.41

30 3.80 29.40 41 0.41 1.01

31 0.96 14.16 42 20.79 13.18

32 1.54 0.23 43 1.32 1.10

33 1.28 1.22 44 0.65 0.67

34 2.96 254.87 45 1.04 4.49

35 0.46 86.11 46 0.25 4.83

36 0.26 0.42 47 0.05 103.91

37 0.41 0.27 48 1.81 59.74

38 0.02 0.03 49 0.39 0.05

- The lowest MSE has been observed with LR-based model for the 5
th

product, while the lowest 

MSE was observed with GAM-based model for the 39
th

product.

- The highest MSE (439.04) has been observed with LR-based model for the 22
th

product.

- The average MSEs’ of LR-based and GAM-based models are 21.41 and 29.33, respectively.

- In terms of individual product performance, LR-based model has lower MSE for 28 out of the

50 products tested, while GAM-based model has a lower MSE for 22 products.

5. CONCLUSION

Price elasticity analysis plays a crucial role in understanding consumer behavior and optimizing 

pricing strategies in various industries. In the field of e-commerce, determining the price 

elasticity of products, especially in flash sales, is of paramount importance. In this study, the 

price elasticity of products that are instantly discounted on an e-commerce platform like 

Trendyol.com has been determined. Using GAM and LR, the impact of price changes on 

consumer behavior has been predicted and price-based sales forecasts for discounted products 

have been generated. The study results show that the LR-based model outperforms the GAM-

based model. This study provides a guide for e-commerce businesses to optimize their pricing 

strategies and demonstrates the potential of flash sales.

174 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



3.1. Generalized Additive Model
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linear functions of variables. It provides a flexible way to specify the response variable by using 

smooth functions rather than detailed parametric relationships with the covariates. 

GAM uses link functions to connect the dependent variable with unspecified functions, which 

helps to limit the error in predicting the dependent variable from various distributions.

However, this flexibility comes at the cost of needing to represent the smooth functions in a 

similar pattern and selecting the appropriate level of smoothness [6].
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quantitative response. Although it may seem less exciting than some of the newer statistical 
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approaches are generalizations or extensions of LR [3].

4. RESULTS AND DISCUSSION

The performance of the models was evaluated using MSE. Table 2 and Table 3 show the MSE's 
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12 2.85 4.69 26 0.74 1.38

13 127.87 175.37 27 33.52 45.79
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Product ID LR GAM Product ID LR GAM

28 80.59 58.77 39 0.20 0.00

29 24.99 9.82 40 3.09 1.41

30 3.80 29.40 41 0.41 1.01

31 0.96 14.16 42 20.79 13.18

32 1.54 0.23 43 1.32 1.10

33 1.28 1.22 44 0.65 0.67

34 2.96 254.87 45 1.04 4.49

35 0.46 86.11 46 0.25 4.83

36 0.26 0.42 47 0.05 103.91

37 0.41 0.27 48 1.81 59.74

38 0.02 0.03 49 0.39 0.05

- The lowest MSE has been observed with LR-based model for the 5
th

product, while the lowest 

MSE was observed with GAM-based model for the 39
th

product.

- The highest MSE (439.04) has been observed with LR-based model for the 22
th

product.

- The average MSEs’ of LR-based and GAM-based models are 21.41 and 29.33, respectively.

- In terms of individual product performance, LR-based model has lower MSE for 28 out of the

50 products tested, while GAM-based model has a lower MSE for 22 products.

5. CONCLUSION

Price elasticity analysis plays a crucial role in understanding consumer behavior and optimizing 

pricing strategies in various industries. In the field of e-commerce, determining the price 

elasticity of products, especially in flash sales, is of paramount importance. In this study, the 

price elasticity of products that are instantly discounted on an e-commerce platform like 

Trendyol.com has been determined. Using GAM and LR, the impact of price changes on 

consumer behavior has been predicted and price-based sales forecasts for discounted products 

have been generated. The study results show that the LR-based model outperforms the GAM-

based model. This study provides a guide for e-commerce businesses to optimize their pricing 

strategies and demonstrates the potential of flash sales.
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Abstract 

With the developments in artificial intelligence, better insights about customers can be 
gained by using machine learning techniques. In order to develop efficient and effective 
customer retention strategies, it is necessary to create a data-driven model to predict customer 
churn. The aim of this study is to develop customer churn prediction models based on 
supervised machine learning algorithms for the e-commerce sector. The prediction models have 
been developed using Support Vector Machine (SVM), Extreme Gradient Boosting (XGBoost), 
Random Forest (RF) and Deep Neural Network (DNN). Minimum Redundancy Maximum 
Relevance (mRMR) has been used to correctly select the attributes that affect the quality of 
customer churn models. The data has been collected from Inveon's customers for 2 brands, 
encoded as A and S for privacy reasons. The performance of the developed models has been 
evaluated using accuracy and F-Score by utilizing 5-fold cross-validation on the dataset. For 
brand A, the Accuracies and F-Scores of the models varied from 0.70 to 0.86 without feature 
selection and 0.73 to 0.87 with feature selection. For brand S, the Accuracies and F-Scores of
the models varied from 0.58 to 0.83 without feature selection and 0.80 to 0.83 with feature 
selection. Results show that the mRMR feature selection algorithm improves the performance 
of the models.
Keywords: Customer Churn, Supervised Learning, Machine Learning, E-commerce

1. INTRODUCTION
E-commerce, also known as electronic commerce, is a concept that entered our lives after 1995
when the use of the Internet began to increase. The interest in e-commerce, which is one of the
fastest-growing sectors in the world, is increasing day by day. The main reason why users
choose e-commerce is that they can shop effortlessly, around the clock, from any location, with
only an Internet connection and with a variety of options.

Businesses on e-commerce platforms are constantly striving to attract new customers and 
increase sales on the platform to ensure their continued existence. However, research has shown 
that acquiring a new customer is more expensive than retaining an existing one. For this reason, 
companies spend most of their efforts on customer retention. However, the cost of wrong 
strategy can lead to negative consequences for the company. Assessing the risk of churn is an 
important task in customer retention.

In this digital age, companies have begun to rely heavily on data analytics to predict customer 
churn. With developments in the field of artificial intelligence, better insights into the customer 
base can be gained through the use of advanced techniques supported by business intelligence 
applications and machine learning methods. A data-driven customer churn prediction model is 
essential for developing efficient and effective customer retention strategies in the e-commerce 
industry.

This study aims to develop customer churn prediction models based on supervised machine 
learning algorithms for the e-commerce sector. The prediction models have been developed 
using SVM, XGBoost, RF and DNN. The performance of the developed models has been 
evaluated using accuracy and F-score.

This paper is organized as follows: Section 2 presents related literature. Section 3 provides 
details on dataset generation. Methodology and details of the prediction models are given in 
Section 4. Results and discussion are presented in Section 5. Section 6 concludes the paper.

2. LITERATURE REVIEW
In recent years, various methods have been used for customer churn prediction. [1] presented a 
comprehensive assessment of the capacity of Recurrent Neural Networks (RNN) and 
transducers for Customer Attrition Prediction (CCP) using behavioral characteristics that 
change over time in the form of novelty, frequency, and monetary value. In this context, hybrid 
approaches combining DNN outputs from traditional CCP models were also evaluated. The 
obtained results highlighted that DNNs and especially RNN were suitable for CCP using time-
varying recency, frequency, and monetary measurements. [2] proposed an adaptive learning 
approach for loss estimation using a Naive Bayes (NB) classifier with a Genetic Algorithm 
(GA) based feature weighting approach. They also evaluated the performance of the proposed 
approach in public datasets compared to the classifier, with mean precision of 0.97, 0.97, 0.98, 
and sensitivity rates of 0.84, 0.94, 0.97. The suggested approach provided 0.89, 0.96, 0.97 F
scores, 0.89, 0.96, 0.97 Matthews Correlation Coefficient and 0.95, 0.97, 0.98 Accuracies. [3],
presented a hybrid recommendation strategy with targeted retention attempts for an e-
commerce loss forecast based on SVM. Experimental findings showed a significant increase in 
coverage rate, hit rate, removal rate, precision rate, and other metrics when the integrated 
forecasting model was used. [4] explained how the organization could build a customer churn 
model based on mathematical and statistical approaches using customer acquisition, usage, 
interaction and customer call center data and focused on minimizing customer churn. This work 
assisted many organizations and data scientists in the process of developing a customer churn 
model. [5] presented current approaches for loss prediction models and identified Graph Neural 
Network (GNN) as a promising end-to-end solution. [6] proposed the theoretical basis of 
customer churn and customer segmentation and suggested the use of supervised machine 
learning techniques for churn prediction. They used K-Means, K-Nearest Neighbors (KNN), 
Logistic Regression (LR), Decision Tree (DT), and RF to segment customers. They used the 
SVM to predict customer churn. As a result, it was determined that the data set achieved an 
Accuracy of about 97% with the RF model, and the average Accuracy of each model performed 
well after customer segmentation, while LR had the lowest Accuracy (87.27%). [7] proposed a 

178 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



CUSTOMER CHURN PREDICTION USING 
SUPERVISED LEARNING FOR E-COMMERCE

Miray Endican1, Gökay Dağdaş1, Fatih Cudi Ünal1, Z. Sude Sarı2, M. Fatih Akay2

1 Research and Development Department, Inveon, Istanbul, Turkey
2 Department of Computer Engineering, Çukurova University, Adana, Turkey

miray.endican@inveon.com, gokay.dagdas@inveon.com, cudi.unal@inveon.com,
zsudesarii@gmail.com, mfakay@cu.edu.tr

Abstract 

With the developments in artificial intelligence, better insights about customers can be 
gained by using machine learning techniques. In order to develop efficient and effective 
customer retention strategies, it is necessary to create a data-driven model to predict customer 
churn. The aim of this study is to develop customer churn prediction models based on 
supervised machine learning algorithms for the e-commerce sector. The prediction models have 
been developed using Support Vector Machine (SVM), Extreme Gradient Boosting (XGBoost), 
Random Forest (RF) and Deep Neural Network (DNN). Minimum Redundancy Maximum 
Relevance (mRMR) has been used to correctly select the attributes that affect the quality of 
customer churn models. The data has been collected from Inveon's customers for 2 brands, 
encoded as A and S for privacy reasons. The performance of the developed models has been 
evaluated using accuracy and F-Score by utilizing 5-fold cross-validation on the dataset. For 
brand A, the Accuracies and F-Scores of the models varied from 0.70 to 0.86 without feature 
selection and 0.73 to 0.87 with feature selection. For brand S, the Accuracies and F-Scores of
the models varied from 0.58 to 0.83 without feature selection and 0.80 to 0.83 with feature 
selection. Results show that the mRMR feature selection algorithm improves the performance 
of the models.
Keywords: Customer Churn, Supervised Learning, Machine Learning, E-commerce

1. INTRODUCTION
E-commerce, also known as electronic commerce, is a concept that entered our lives after 1995
when the use of the Internet began to increase. The interest in e-commerce, which is one of the
fastest-growing sectors in the world, is increasing day by day. The main reason why users
choose e-commerce is that they can shop effortlessly, around the clock, from any location, with
only an Internet connection and with a variety of options.

Businesses on e-commerce platforms are constantly striving to attract new customers and 
increase sales on the platform to ensure their continued existence. However, research has shown 
that acquiring a new customer is more expensive than retaining an existing one. For this reason, 
companies spend most of their efforts on customer retention. However, the cost of wrong 
strategy can lead to negative consequences for the company. Assessing the risk of churn is an 
important task in customer retention.

In this digital age, companies have begun to rely heavily on data analytics to predict customer 
churn. With developments in the field of artificial intelligence, better insights into the customer 
base can be gained through the use of advanced techniques supported by business intelligence 
applications and machine learning methods. A data-driven customer churn prediction model is 
essential for developing efficient and effective customer retention strategies in the e-commerce 
industry.

This study aims to develop customer churn prediction models based on supervised machine 
learning algorithms for the e-commerce sector. The prediction models have been developed 
using SVM, XGBoost, RF and DNN. The performance of the developed models has been 
evaluated using accuracy and F-score.

This paper is organized as follows: Section 2 presents related literature. Section 3 provides 
details on dataset generation. Methodology and details of the prediction models are given in 
Section 4. Results and discussion are presented in Section 5. Section 6 concludes the paper.

2. LITERATURE REVIEW
In recent years, various methods have been used for customer churn prediction. [1] presented a 
comprehensive assessment of the capacity of Recurrent Neural Networks (RNN) and 
transducers for Customer Attrition Prediction (CCP) using behavioral characteristics that 
change over time in the form of novelty, frequency, and monetary value. In this context, hybrid 
approaches combining DNN outputs from traditional CCP models were also evaluated. The 
obtained results highlighted that DNNs and especially RNN were suitable for CCP using time-
varying recency, frequency, and monetary measurements. [2] proposed an adaptive learning 
approach for loss estimation using a Naive Bayes (NB) classifier with a Genetic Algorithm 
(GA) based feature weighting approach. They also evaluated the performance of the proposed 
approach in public datasets compared to the classifier, with mean precision of 0.97, 0.97, 0.98, 
and sensitivity rates of 0.84, 0.94, 0.97. The suggested approach provided 0.89, 0.96, 0.97 F
scores, 0.89, 0.96, 0.97 Matthews Correlation Coefficient and 0.95, 0.97, 0.98 Accuracies. [3],
presented a hybrid recommendation strategy with targeted retention attempts for an e-
commerce loss forecast based on SVM. Experimental findings showed a significant increase in 
coverage rate, hit rate, removal rate, precision rate, and other metrics when the integrated 
forecasting model was used. [4] explained how the organization could build a customer churn 
model based on mathematical and statistical approaches using customer acquisition, usage, 
interaction and customer call center data and focused on minimizing customer churn. This work 
assisted many organizations and data scientists in the process of developing a customer churn 
model. [5] presented current approaches for loss prediction models and identified Graph Neural 
Network (GNN) as a promising end-to-end solution. [6] proposed the theoretical basis of 
customer churn and customer segmentation and suggested the use of supervised machine 
learning techniques for churn prediction. They used K-Means, K-Nearest Neighbors (KNN), 
Logistic Regression (LR), Decision Tree (DT), and RF to segment customers. They used the 
SVM to predict customer churn. As a result, it was determined that the data set achieved an 
Accuracy of about 97% with the RF model, and the average Accuracy of each model performed 
well after customer segmentation, while LR had the lowest Accuracy (87.27%). [7] proposed a 
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RF-Multilayer Perceptron (RF-MLP) algorithm for customer churn prediction. RF combined 
with an Artificial Neural Networks (ANN) to capture nonlinear feature variables and obtain a 
more powerful model. The applicability of the algorithm model verified with a real and 
effective churn dataset. According to the experimental results, the Area Under the Curve (AUC)
score of RF-MLP in the test set was 84.9%, which was 9.1% and 21.7% higher than the RF and 
MLP algorithm. [8] presented a classifier associated with the Apriori Algorithm as a reinforcer 
that combined classification and association rule mining to create a robust classification model 
from which frequent items were obtained. They also provided an accurate prediction by testing 
misclassified samples from the bagging stage using rules created in a relational classifier. The 
proposed models were simulated and the results achieved high Accuracy, Receiver Operator 
Characteristic score, precision, specificity, F-measure and recall. [9] used a data mining 
algorithm to predict customer churn. They used LR and Gradient Boosting (GB) as one of the 
data mining techniques to perform customer churn predictions. The GB model was found to 
perform better in predicting churn compared to the LR model, which achieved 87% Accuracy
in training and 88% in testing, respectively. The results showed that the GB model performed 
the training and testing process with 93% training Accuracy and 91% testing Accuracy. [10]
provided a depth comparison between Neural Network, SVM, NB and, RF to predict customer 
churn in e-commerce. They used a balanced dataset of 11,224 samples. The performance of the 
developed models was evaluated with Accuracy, sensitivity, specificity, true positive value and 
true negative value. They found that the RF classifier for selected features using the Neighbor 
Component Analysis (NCA) technique gave the highest prediction Accuracy of 99.35% 
compared to the classifiers used in this study and those used by previous researchers.

3. DATASET GENERATION
The data has been collected from Inveon's customers for 2 brands, encoded as A and S for 
privacy reasons. The dataset for brand A consists of 77766 lines of data and includes 70855
churned customer whereas the dataset for brand S consists of 7510 lines of data and incudes 
churned customer. Attributes in the dataset and their explanations are given in Table 1.

4. METHODOLOGY

4.1. Undersampling

Undersampling is a technique to balance imbalanced datasets by keeping all of the data in the 
minority class and decreasing the size of the majority class. It is one of several techniques data 
scientists can use to extract more accurate information from originally imbalanced datasets. 
Though it has disadvantages, such as the loss of potentially important information, it remains a 
common and important skill for data scientists [11].

4.2. Support Vector Machine

SVM is an analytical technique for examining the relationship between one or more predictor 
variables and a real-valued (continuous) dependent variable. Unlike traditional regression 
methods that depend on assumptions of the model that may not be true (e.g., linear data 
distribution), SVM is a machine learning technique in which a model has learned the 
importance of a variable in characterizing the relationship between input and output [12]

Table 1. Attributes and Explanations in Product Tables of A and S Brands
Attribute Description

Id Unique identifier of the order
CustomerId Customer unique identifier

OrderStatusId Order status code
ShippingStatusId Delivery status code
PaymentStatusId Payment status code
OrderDiscount Total discount for order

OrderTotal Order total amount
CreatedOnUtc Order date information
OrderNumber Order count

OrderId Unique identifier of the order
ProductId Unique number information of the relevant product

Sku Stock keeping unit
PriceInclTax Price including taxes

DiscountAmountInclTax Discount including taxes
ProductName Product name

OrderItemStatusId Order detail status code
Barcode Barcode information

InvoiceDate Invoice date
MarketplaceId Order number in the marketplace sale

Active Activity in terms of database
CreatedOnUtc Creation date of customer record

LastLoginDateUtc The date the customer last logged into the site

LastActivityDateUtc The date the customer last did any activity on the site 
(page click, etc.)

OrderCount The total number of orders from the date the customer 
created the record to the current date of data extraction

AllowEmailCommunication Email permission information
AllowSmsCommunication SMS permission information

4.3. Extreme Gradient Boosting

XGBoost is a machine-learning classification method. It features high information processing 
speed and improved performance characteristics. The method is created by increasing the size 
of tree models. In this process, existing models are developed by repeatedly adding new models. 
In this method, gradient descent algorithm is used for reduction when a new model is added 
[13].

4.4. Random Forest

RF is a learning method used in random decision forest, classification, and regression, among 
others. In this method, a cluster of DTs is first created. Then the data is classified based on the 
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more powerful model. The applicability of the algorithm model verified with a real and 
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variables and a real-valued (continuous) dependent variable. Unlike traditional regression 
methods that depend on assumptions of the model that may not be true (e.g., linear data 
distribution), SVM is a machine learning technique in which a model has learned the 
importance of a variable in characterizing the relationship between input and output [12]
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LastActivityDateUtc The date the customer last did any activity on the site 
(page click, etc.)

OrderCount The total number of orders from the date the customer 
created the record to the current date of data extraction
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4.3. Extreme Gradient Boosting

XGBoost is a machine-learning classification method. It features high information processing 
speed and improved performance characteristics. The method is created by increasing the size 
of tree models. In this process, existing models are developed by repeatedly adding new models. 
In this method, gradient descent algorithm is used for reduction when a new model is added 
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randomly generated DTs. In this method, there is a directly proportional relationship between 
the number of trees in the forest and the Accuracy rate [14].

4.5. Deep Neural Network

Typically, a DNN is a machine learning algorithm based on an ANN that mimics the principles 
and structure of a human neural network. An ANN is composed of an input layer, a hidden 
layer, and an outer layer. If the number of hidden layers is greater than or equal to three, the 
system is denoted as a DNN [15].

The prediction models have been developed using SVM, XGBoost, RF and DNN. 
Undersampling has been performed to balance the dataset. The performance of the developed 
models has been evaluated using accuracy and F-Score by utilizing 5-fold cross-validation on 
the dataset. mRMR has been used to correctly select the attributes that affect the quality of 
customer churn models.

5. RESULTS AND DISCUSSION
The performance of the developed models has been evaluated using accuracy and F-score. 
Table 2 and Table 3 show the accuracies and F-Score for brand A and brand S, respectively.

Table 2. Accuracies and F-Score’s of the models for brand A
Method Accuracy F-Score

SVM 0.75 0.76
mRMR + SVM 0.77 0.78

XGBoost 0.86 0.86
mRMR + XGBoost 0.86 0.87

RF 0.83 0.83
mRMR + RF 0.83 0.83

DNN 0.70 0.70
mRMR + DNN 0.73 0.76

Table 3. Accuracies and F-Score’s of the models for brand S
Method Accuracy F-Score

SVM 0.64 0.58
mRMR + SVM 0.82 0.80

XGBoost 0.83 0.81
mRMR + XGBoost 0.83 0.81

RF 0.80 0.80
mRMR + RF 0.82 0.81

DNN 0.65 0.58
mRMR + DNN 0.83 0.81

For brand A, 

• the lowest accuracy has been obtained with DNN model. The highest accuracy has been
obtained with XGBoost models.

• the lowest F-Score has been obtained with the DNN model. The highest F-Score has
been obtained with mRMR + XGBoost model.

For brand S,

• the lowest accuracy has been obtained with SVM model. The highest accuracy has been
obtained with mRMR + XGBoost model and mRMR + DNN model.

• the lowest F-Score has been obtained with SVM and DNN model. The highest F-Score
has been obtained with mRMR + XGBoost model.

• XGBoost and mRMR + XGBoost models have showed the highest performance for both
brands. On the other hand, DNN model has showed the lowest
performance for both brands.

• While mRMR feature selection algorithm has not improved the performance of the
models for brand A, it has improved the performance of SVM and DNN
models for brand S.

5. CONCLUSION

The use of artificial intelligence technologies helps companies learn more about their customers 
and develop effective customer retention strategies. Therefore, data-driven prediction models 
have become an important tool for predicting customer churn and retaining potential customers. 
This study investigates the usability of various supervised machine learning algorithms in 
predicting customer churn in the e-commerce industry. In this context, customer churn 
prediction models have been developed using SVM, XGBoost, RF and DNN. In addition, the 
mRMR feature selection algorithm has been used to select the features that affect the quality of 
the churn prediction model. The performance of the developed models has been evaluated using 
Accuracy and F-Score by utilizing 5-fold cross-validation on the dataset. For brand A, the 
Accuracies and F-Score’s of the models varied from 0.70 to 0.86 without feature selection and 
0.73 to 0.87 with feature selection. For brand S, the Accuracies and F-Score’s of the models 
varied from 0.58 to 0.83 without feature selection and 0.80 to 0.83 with feature selection. 

REFERENCES

1. Gary Mena, Kristof Coussement, Koen W. De Bock, Arno De Caigny, Stefan Lessmann,
Exploiting time-varying RFM measures for customer churn prediction with deep neural
networks, Annals of Operations Research, Vol:1, No:23, 2023.

2. Amin Adnan, Awais Adnan, and Sajid Anwar, An adaptive learning approach for customer
churn prediction in the telecommunication industry using evolutionary computation and
Naïve Bayes, Applied Soft Computing, Vol:137, No: 110103, 2023.

3. Shobana J., Ch. Gangadhar, Rakesh Kumar Arora, P.N. Renjith, J. Bamini, Yugendra
devidas Chincholkar, E-commerce customer churn prevention using machine learning-based
business intelligence strategy, Measurement: Sensors, Vol:27, No:100728, 2023.

182 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



randomly generated DTs. In this method, there is a directly proportional relationship between 
the number of trees in the forest and the Accuracy rate [14].

4.5. Deep Neural Network

Typically, a DNN is a machine learning algorithm based on an ANN that mimics the principles 
and structure of a human neural network. An ANN is composed of an input layer, a hidden 
layer, and an outer layer. If the number of hidden layers is greater than or equal to three, the 
system is denoted as a DNN [15].

The prediction models have been developed using SVM, XGBoost, RF and DNN. 
Undersampling has been performed to balance the dataset. The performance of the developed 
models has been evaluated using accuracy and F-Score by utilizing 5-fold cross-validation on 
the dataset. mRMR has been used to correctly select the attributes that affect the quality of 
customer churn models.

5. RESULTS AND DISCUSSION
The performance of the developed models has been evaluated using accuracy and F-score. 
Table 2 and Table 3 show the accuracies and F-Score for brand A and brand S, respectively.

Table 2. Accuracies and F-Score’s of the models for brand A
Method Accuracy F-Score

SVM 0.75 0.76
mRMR + SVM 0.77 0.78

XGBoost 0.86 0.86
mRMR + XGBoost 0.86 0.87

RF 0.83 0.83
mRMR + RF 0.83 0.83

DNN 0.70 0.70
mRMR + DNN 0.73 0.76

Table 3. Accuracies and F-Score’s of the models for brand S
Method Accuracy F-Score

SVM 0.64 0.58
mRMR + SVM 0.82 0.80

XGBoost 0.83 0.81
mRMR + XGBoost 0.83 0.81

RF 0.80 0.80
mRMR + RF 0.82 0.81

DNN 0.65 0.58
mRMR + DNN 0.83 0.81

For brand A, 

• the lowest accuracy has been obtained with DNN model. The highest accuracy has been
obtained with XGBoost models.

• the lowest F-Score has been obtained with the DNN model. The highest F-Score has
been obtained with mRMR + XGBoost model.

For brand S,

• the lowest accuracy has been obtained with SVM model. The highest accuracy has been
obtained with mRMR + XGBoost model and mRMR + DNN model.

• the lowest F-Score has been obtained with SVM and DNN model. The highest F-Score
has been obtained with mRMR + XGBoost model.

• XGBoost and mRMR + XGBoost models have showed the highest performance for both
brands. On the other hand, DNN model has showed the lowest
performance for both brands.

• While mRMR feature selection algorithm has not improved the performance of the
models for brand A, it has improved the performance of SVM and DNN
models for brand S.

5. CONCLUSION

The use of artificial intelligence technologies helps companies learn more about their customers 
and develop effective customer retention strategies. Therefore, data-driven prediction models 
have become an important tool for predicting customer churn and retaining potential customers. 
This study investigates the usability of various supervised machine learning algorithms in 
predicting customer churn in the e-commerce industry. In this context, customer churn 
prediction models have been developed using SVM, XGBoost, RF and DNN. In addition, the 
mRMR feature selection algorithm has been used to select the features that affect the quality of 
the churn prediction model. The performance of the developed models has been evaluated using 
Accuracy and F-Score by utilizing 5-fold cross-validation on the dataset. For brand A, the 
Accuracies and F-Score’s of the models varied from 0.70 to 0.86 without feature selection and 
0.73 to 0.87 with feature selection. For brand S, the Accuracies and F-Score’s of the models 
varied from 0.58 to 0.83 without feature selection and 0.80 to 0.83 with feature selection. 

REFERENCES

1. Gary Mena, Kristof Coussement, Koen W. De Bock, Arno De Caigny, Stefan Lessmann,
Exploiting time-varying RFM measures for customer churn prediction with deep neural
networks, Annals of Operations Research, Vol:1, No:23, 2023.

2. Amin Adnan, Awais Adnan, and Sajid Anwar, An adaptive learning approach for customer
churn prediction in the telecommunication industry using evolutionary computation and
Naïve Bayes, Applied Soft Computing, Vol:137, No: 110103, 2023.

3. Shobana J., Ch. Gangadhar, Rakesh Kumar Arora, P.N. Renjith, J. Bamini, Yugendra
devidas Chincholkar, E-commerce customer churn prevention using machine learning-based
business intelligence strategy, Measurement: Sensors, Vol:27, No:100728, 2023.

1837th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



4. Sharma, Alok, Predictive Modelling (Customer Churn) Measurement and Prevention, 2023.
5. Ljubičić, Karmela, Andro Merćep, and Zvonko Kostanjčar, Churn prediction methods based

on mutual customer interdependence, Journal of Computational Science, Vol: 67,
No:101940, 2023.

6. Tran, Hoang, Ngoc Le, and Van-Ho Nguyen. Customer Churn Prediction in the Banking
Sector Using Machine Learning-Based Classification Models, Interdisciplinary Journal of
Information, Knowledge & Management, Vol:18, 87-105, 2023.

7. Zhang, Jiaqi, Customer churn prediction based on a novelty hybrid random forest algorithm,
Third International Conference on Computer Vision and Data Mining (ICCVDM 2022),
SPIE, Vol: 12511, 2023.

8. Anitha M. A, and Sherly K K, An Efficient Hybrid Classifier Model for Customer Churn
Prediction." International Journal of Electronics and Telecommunications, Vol:11, No:18,
2023.

9. Arif Ridho Lubis; Santi Prayudani; Julham; Okvi Nugroho; Yuyun Yusnida Lase,
Muharman Lubis, Comparison of Model in Predicting Customer Churn Based on Users'
habits on E-Commerce, In 2022 5th International Seminar on Research of Information
Technology and Intelligent Systems (ISRITI), IEEE, 300-305, 2022.

10. Baghla, Seema, and Gaurav Gupta, Performance Evaluation of Various Classification
Techniques for Customer Churn Prediction in E-commerce, Microprocessors and
Microsystems Vol: 94, No:104680, 2022.

11. Ashish Anand, Ganesan Pugalenthi, Gary B. Fogel, P. N. Suganthan, An approach for
classification of highly imbalanced data using weighting and undersampling, Amino acids
Vol: 39, 1385-1391, 2010.

12. Fan Zhang, Lauren J. O'Donnell, Support vector regression, Machine learning. Academic
Press, 123-140, 2020.

13. Anju Prabha, Jyoti Yadav, Asha Rani, Vijander Singh, Design of intelligent diabetes
mellitus detection system using hybrid feature selection based XGBoost classifier,
Computers in Biology and Medicine Vol:136, No: 104664, 2021.

14. Zainib Noshad, Nadeem Javaid, Tanzila Saba, Zahid Wadud, Muhammad Qaiser Saleem,
Mohammad Eid Alzahrani, Osama E. Sheta, Fault detection in wireless sensor networks
through the random forest classifier, Sensors, Vol:19, No:7,1568, 2019.

15. Jonghun Lim, Soohwan Jeong, Sungsu Lim, Hyungtae Cho, Jae Yun Shim, Seok Il Hong,
Soon Chul Kwon, Heedong Lee, Il Moon, Junghwan Kim, Development of dye exhaustion
behavior prediction model using deep neural network, Computer aided chemical
engineering. Elsevier, Vol: 49, 1825-1830, 2022.

Approximate Solution of Coupled System of

Fractional Order Partial Differential Equations with

Variable Coefficients

Murad Khalil1,∗, Hammad Khalil2

1Department of Basic Sciences, University of Engineering and Technology Peshawar, Pakistan.
2Department of Mathematics, University of Education, Lahore Attock Campus, Pakistan.

*Correspondence: murad khalil@uetpeshawar.edu.pk

Abstract

This paper describes a method for approximating smooth solutions to a system of coupled
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Fractional calculus continues to captivate scientists worldwide due to its wide range of applications 
in various fields. One of the main reasons for its popularity is its significant contributions to 
economics [1–4], biophysics [5, 6], engineering, and biotechnology [7–9]. The use of fractional 
order derivatives and integrals also plays a crucial role in the theory of controlled dynamical 
systems [10–12], where the dynamics of the entire system are fully described by fractional order 
differential equations. For a comprehensive understanding of the importance of fractional calculus 
and its mathematical theory, we recommend the readers to refer to [13–16]. Furthermore, for 
exploring the applications of fractional calculus in various scientific disciplines, we suggest the 
readers to refer to [17–22]

A coupled system of fractional order partial differential equations play important role in 
the field of modeling various engineering phenomena like compartment analysis, microorganism 
culturing, pond pollution, home heating, chemostats, cascades, biomass transfer, nutrient flow 
in an aquarium, forecasting prices, earthquake effects on buildings, electrical network, and so on 
(see, for examples [23–26]).

Recently researchers discovered that in a wide variety of physical problems, fractional-order 
derivatives provide more accurate results as compared to ordinary derivatives. But due to the 
computational complexities of fractional-order derivatives, obtaining the exact analytical solution 
is some time difficult or even not possible, therefore it is important to find an approximate solution
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for these systems. The establishment of numerical scheme for these physical problems remains
an important task in current field of fractional calculus.

Compartment analysis, microorganism culturing, pond pollution, home heating, chemostats,
cascades, biomass transfer, nutrient flow in an aquarium, forecasting prices, earthquake effects
on buildings, electrical networks, and many other physical problems have been investigated (see,
for example, [23–26]).

In recent years, researchers have discovered that fractional-order derivatives yield more ac-
curate results than ordinary derivatives in a wide range of physical problems. However, the
computational complexities associated with fractional-order derivatives often make it challenging
or even impossible to obtain exact analytical solutions. Therefore, finding approximate solu-
tions for these systems becomes crucial. Developing numerical schemes for solving these physical
problems remains an important task in the field of fractional calculus.

Over the past century, various methods have been employed to solve fractional-order differen-
tial equations, fractional-order partial differential equations, fractional-order integro-differential
equations, and dynamic systems with fractional-order integro-differential equations. Among these
methods, some useful approaches include He’s variational iteration method [27–31], Adomian’s
decomposition method [32, 33], collocation method [34], homotopy perturbation method [35],
Galerkin method [36], homotopy analysis method [37], spectral method [38], and various analyt-
ical strategies [39–42].

Orthogonal functions have gained significant attention in dealing with different types of
fractional-order differential equations. One notable characteristic of approaches based on orthog-
onal polynomials is their ability to transform problems into easily solvable algebraic structures.
In [43], the authors combine shifted Legendre polynomials with an operational matrix approach to
solve fractional-order derivatives. Additionally, shifted Jacobi polynomials and shifted Chebyshev
polynomials are applied together with tau and collocation spectral methods to solve multiterm
linear and nonlinear fractional-order differential equations [44, 45]. For further exploration and
applications of these polynomials, we recommend studying [46–52]. The main goal of the pro-
posed paper is recommended to derive a suitable way to approximate the coupled system of
fractional order partial differential equations of the form

Dα
yU = λDβ

xU + θ(x, y)DxU +Θ(x, y)U + f(x, y), (1)

the coupled system is

Dα
yU = λ1Dβ

xU + λ2Dβ
xV + θ1(x, y)DxU + θ2(x, y)DxV +Θ1(x, y)U +Θ2(x, y)V + f(x, y),

Dα
y V = λ3Dβ

xU + λ4Dβ
xV + θ3(x, y)DxU + θ4(x, y)DxV +Θ3(x, y)U +Θ4(x, y)V + g(x, y).

(2)

The equation’s analytical solution is known to be limited to the domain [0, 1] × [0, 1], where 
0 < β ≤ 2 and 1 < α ≤ 2. The operators represent certain constants, and Dx

β and Dy
α denote 

the Caputo fractional derivatives with respect to x and y. The coefficients λi are also constants, 
while ϕi(x, y) and Θi(x, y) are known functions. U(x, y) and V (x, y) are the unknown scalar 
functions that need to be determined as the solution to the problem. We discuss our approach 
for finding an approximate solution to this type of equation, taking into account the given initial 
and boundary conditions

1 Preliminaries

In this section, we will provide an overview of some fundamental definitions and established 
results from the field of fractional calculus. This will include a brief introduction to the concepts

and notation used in fractional calculus, as well as a summary of some of the key results and
theorems that have been widely accepted and utilized in this field. Additionally, we will also
present some of the most common methods and techniques used in fractional calculus, and how
they are used to solve various types of problems and applications.

2 Shifted Legendre polynomials

The Legendre polynomials can be defined using a recurrence relation, as outlined in [53]

Qk+1(y) =
2k + 1

1 + k
y Qk(y)−

k

1 + k
Qk−1(y),

where Q0(y) = 1, Q1(y) = 2y − 1, k = 1, 2, 3, ...

(3)

The transformation x = (y+1)τ̄
2 effects a change of interval from [−1, 1] to [0, τ̄ ]. The shifted

Legendre polynomials can be expressed as

Qk(x) =
k∑

j=0

ζ(k,j)x
j k = 0, 1, 2, 3... (4)

where

ζ(k,j) = (−1)j+k (j + k)!

(k − j)!(j!)2
, (5)

The orthogonality condition satisfy as

∫ 1

0
Ql(x)Qm(x)dx =

{
0, if l ̸= m,
τ̄

2l+1 , if l = m.

The S-term Legendre approximation of a function h(x) ϵ C[0, τ̄ ], as

h(x) =
S∑

k=0

Ck Qk(x), (6)

where

Ck =
2k + 1

τ̄

∫ 1

0
h(x)Qk(x)dx.

In vector notation, we can write as

h(x) ≈ KT
SΩS(x), (7)

Ω(x) = [ Q0(x), Q1(x), ... , QS(x) ],

and
KT

S = [ k0, k1, ... , kS ],T

where the scale level of approximation is S = s + 1. In case of two variables function h(x, y) ∈
C([0, 1]× [0, 1])

g(x, y) ≈
S2∑
k=0

CkΩk(x, y).
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for these systems. The establishment of numerical scheme for these physical problems remains
an important task in current field of fractional calculus.

Compartment analysis, microorganism culturing, pond pollution, home heating, chemostats,
cascades, biomass transfer, nutrient flow in an aquarium, forecasting prices, earthquake effects
on buildings, electrical networks, and many other physical problems have been investigated (see,
for example, [23–26]).

In recent years, researchers have discovered that fractional-order derivatives yield more ac-
curate results than ordinary derivatives in a wide range of physical problems. However, the
computational complexities associated with fractional-order derivatives often make it challenging
or even impossible to obtain exact analytical solutions. Therefore, finding approximate solu-
tions for these systems becomes crucial. Developing numerical schemes for solving these physical
problems remains an important task in the field of fractional calculus.

Over the past century, various methods have been employed to solve fractional-order differen-
tial equations, fractional-order partial differential equations, fractional-order integro-differential
equations, and dynamic systems with fractional-order integro-differential equations. Among these
methods, some useful approaches include He’s variational iteration method [27–31], Adomian’s
decomposition method [32, 33], collocation method [34], homotopy perturbation method [35],
Galerkin method [36], homotopy analysis method [37], spectral method [38], and various analyt-
ical strategies [39–42].

Orthogonal functions have gained significant attention in dealing with different types of
fractional-order differential equations. One notable characteristic of approaches based on orthog-
onal polynomials is their ability to transform problems into easily solvable algebraic structures.
In [43], the authors combine shifted Legendre polynomials with an operational matrix approach to
solve fractional-order derivatives. Additionally, shifted Jacobi polynomials and shifted Chebyshev
polynomials are applied together with tau and collocation spectral methods to solve multiterm
linear and nonlinear fractional-order differential equations [44, 45]. For further exploration and
applications of these polynomials, we recommend studying [46–52]. The main goal of the pro-
posed paper is recommended to derive a suitable way to approximate the coupled system of
fractional order partial differential equations of the form

Dα
yU = λDβ

xU + θ(x, y)DxU +Θ(x, y)U + f(x, y), (1)

the coupled system is

Dα
yU = λ1Dβ

xU + λ2Dβ
xV + θ1(x, y)DxU + θ2(x, y)DxV +Θ1(x, y)U +Θ2(x, y)V + f(x, y),

Dα
y V = λ3Dβ

xU + λ4Dβ
xV + θ3(x, y)DxU + θ4(x, y)DxV +Θ3(x, y)U +Θ4(x, y)V + g(x, y).

(2)

The equation’s analytical solution is known to be limited to the domain [0, 1] × [0, 1], where 
0 < β ≤ 2 and 1 < α ≤ 2. The operators represent certain constants, and Dx

β and Dy
α denote 

the Caputo fractional derivatives with respect to x and y. The coefficients λi are also constants, 
while ϕi(x, y) and Θi(x, y) are known functions. U(x, y) and V (x, y) are the unknown scalar 
functions that need to be determined as the solution to the problem. We discuss our approach 
for finding an approximate solution to this type of equation, taking into account the given initial 
and boundary conditions

1 Preliminaries

In this section, we will provide an overview of some fundamental definitions and established 
results from the field of fractional calculus. This will include a brief introduction to the concepts

and notation used in fractional calculus, as well as a summary of some of the key results and
theorems that have been widely accepted and utilized in this field. Additionally, we will also
present some of the most common methods and techniques used in fractional calculus, and how
they are used to solve various types of problems and applications.

2 Shifted Legendre polynomials

The Legendre polynomials can be defined using a recurrence relation, as outlined in [53]

Qk+1(y) =
2k + 1

1 + k
y Qk(y)−

k

1 + k
Qk−1(y),

where Q0(y) = 1, Q1(y) = 2y − 1, k = 1, 2, 3, ...

(3)

The transformation x = (y+1)τ̄
2 effects a change of interval from [−1, 1] to [0, τ̄ ]. The shifted

Legendre polynomials can be expressed as

Qk(x) =
k∑

j=0

ζ(k,j)x
j k = 0, 1, 2, 3... (4)

where

ζ(k,j) = (−1)j+k (j + k)!

(k − j)!(j!)2
, (5)

The orthogonality condition satisfy as

∫ 1

0
Ql(x)Qm(x)dx =

{
0, if l ̸= m,
τ̄

2l+1 , if l = m.

The S-term Legendre approximation of a function h(x) ϵ C[0, τ̄ ], as

h(x) =
S∑

k=0

Ck Qk(x), (6)

where

Ck =
2k + 1

τ̄

∫ 1

0
h(x)Qk(x)dx.

In vector notation, we can write as

h(x) ≈ KT
SΩS(x), (7)

Ω(x) = [ Q0(x), Q1(x), ... , QS(x) ],

and
KT

S = [ k0, k1, ... , kS ],T

where the scale level of approximation is S = s + 1. In case of two variables function h(x, y) ∈
C([0, 1]× [0, 1])

g(x, y) ≈
S2∑
k=0

CkΩk(x, y).
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where
Ωk(x, y) = Qi(x)Qj(y), for k = Si+ j + 1.

The orthogonality condition is hold as

∫ 1

0

∫ 1

0
Ωl(x, y)Ωm(x, y)dxdy =

∫ 1

0

∫ 1

0
Qi(x)Qj(y)Qa(x)Qb(y) dxdy,

=
ζ(j,b)ζ(i,a)

(2i+ 1)(2j + 1)
l = Si+ j + 1, m = Sa+ b+ 1.

where Ck can be written as

Ck = (2i+ 1)(2j + 1)

∫ 1

0

∫ 1

0
g(x, y)Qi(x)Qj(y)dxdy.

In vector notation
g(x, y) ≈ KT

S2
φS2(x, y).

where φS2 is a (S2 × 1) column vector and KT
S2

is a (1×S2) coefficient row vector and is defined
by

KT
S2

= [ k11, · · · k1S , k21, · · · , k2S , · · · , kSS ].T

3 Operational matrix development and its application

Lemma 3.1. The integral of three Legendre polynomials on [0, 1] is defined as

∫ 1

0
Qk(x)Qj(x)Ql(x)dx = �(k,j,l), (8)

where

�(k,j,l) =
∑k

a=0

∑j

b=0

∑l

c=0
ζ(k,a)ζ(j,b)ζ(l,c)Z(a,b,c). (9)

Where ζ(.,.) is define in Eq. 5 and

Z(a,b,c) =
1

(a, b, c+ 1)
.

The lemma’s proof can be found in [54].

Theorem 3.1. For function vector φS2(x, y), then the α order integration of φS2(x, y) with
respect to x is

xJ
αφS2(x, y) = xJ(S2×S2)φS2(x, y),

where xJ(S2×S2) is

xJ(S2×S2) =




Ω(0,0) Ω(0,1) · · · Ω0,s · · · Ω0,S2)

Ω(1,0) Ω(1,1) · · · Ω(1,s) · · · Ω(1,S2)
...

...
. . .

...
...

...
Ω(r.0) Ω(r,1) · · · Ω(r,s) · · · Ω(r,S2)
...

...
...

...
. . .

...
Ω(S2,0) Ω(S2,1) · · · Ω(S2,s) · · · Ω(S2,S2),




(10)

where

Ω(r,s) =

i∑
k=0

(−1)i+k(i+ k)!

(k!)2(i− k)!

Γ(1 + k)

Γ(1 + k + α)

S2∑
a=0

Ca.

Proof. For a function vector φS2(x, y), then the integration of order α of φS2(x, y) with respect
to x

xαJφS2(x, y) = Jα
xQi(x)Qj(y).

xJ
αQi(x)Qj(y) =

i∑
k=0

(−1)i+k Γ(1 + k)

Γ(1 + k + α)

(i+ k)!

(k!)2(i− k)!
Qj(y)x

k+α.

Legendre approximating of Qj(y)x
k+α in two variables are

xk+αQj(y) =
S∑

c=0

S∑
d=0

CcdQc(x)Qd(y) =
S2∑
a=0

CaQc(x)Qd(y),

where

C(a) = (2c+ 1)(2d+ 1)

∫ 1

0

∫ 1

0
Qj(y)Qd(y)Qcx

k+α (x)dxdy.

Due to the orthogonality condition of Legendre polynomials we can write as

C(a) = (2c+ 1)δ(j,d)

∫ 1

0
Qc(x)x

k+αdx,

by definition

δ(a,b) =

{
1, if a = b,
0, if a ̸=b.

C(a) = δ(j,d)(2c+ 1)

j∑
c=0

(−1)j+c(j + c)!

(k + α+ c+ 1)(j − c)!(c!)2
,

xJ
αφT

S2(x, y) =
i∑

k=0

(−1)i+k Γ(1 + k)

Γ(1 + k + α)

(i+ k)!

(k!)2(i− k)!

S2∑
a=0

Caφa(x, y).

Similarly the integration of order β of φS2(x, y) with respect to y is

Jy
βφS2 (x, y) = yJ(S2×S2)φS2 (x, y).

Theorem 3.2. For a function vector φS2 (x, y), then the derivative of order α of φS2 (x, y) with 
respect to x is

xD
αφS2 (x, y) = xD(S2×S2)φS2 (x, y).
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where
Ωk(x, y) = Qi(x)Qj(y), for k = Si+ j + 1.

The orthogonality condition is hold as

∫ 1

0

∫ 1

0
Ωl(x, y)Ωm(x, y)dxdy =

∫ 1

0

∫ 1

0
Qi(x)Qj(y)Qa(x)Qb(y) dxdy,

=
ζ(j,b)ζ(i,a)

(2i+ 1)(2j + 1)
l = Si+ j + 1, m = Sa+ b+ 1.

where Ck can be written as

Ck = (2i+ 1)(2j + 1)

∫ 1

0

∫ 1

0
g(x, y)Qi(x)Qj(y)dxdy.

In vector notation
g(x, y) ≈ KT

S2
φS2(x, y).

where φS2 is a (S2 × 1) column vector and KT
S2

is a (1×S2) coefficient row vector and is defined
by

KT
S2

= [ k11, · · · k1S , k21, · · · , k2S , · · · , kSS ].T

3 Operational matrix development and its application

Lemma 3.1. The integral of three Legendre polynomials on [0, 1] is defined as

∫ 1

0
Qk(x)Qj(x)Ql(x)dx = �(k,j,l), (8)

where
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a=0

∑j

b=0
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c=0
ζ(k,a)ζ(j,b)ζ(l,c)Z(a,b,c). (9)

Where ζ(.,.) is define in Eq. 5 and

Z(a,b,c) =
1

(a, b, c+ 1)
.

The lemma’s proof can be found in [54].
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respect to x is
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

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where
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(−1)i+k(i+ k)!

(k!)2(i− k)!

Γ(1 + k)
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S2∑
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Ca.

Proof. For a function vector φS2(x, y), then the integration of order α of φS2(x, y) with respect
to x

xαJφS2(x, y) = Jα
xQi(x)Qj(y).

xJ
αQi(x)Qj(y) =

i∑
k=0

(−1)i+k Γ(1 + k)

Γ(1 + k + α)

(i+ k)!

(k!)2(i− k)!
Qj(y)x
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Legendre approximating of Qj(y)x
k+α in two variables are

xk+αQj(y) =
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c=0
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CcdQc(x)Qd(y) =
S2∑
a=0

CaQc(x)Qd(y),

where

C(a) = (2c+ 1)(2d+ 1)

∫ 1

0

∫ 1

0
Qj(y)Qd(y)Qcx

k+α (x)dxdy.

Due to the orthogonality condition of Legendre polynomials we can write as

C(a) = (2c+ 1)δ(j,d)

∫ 1

0
Qc(x)x

k+αdx,

by definition

δ(a,b) =

{
1, if a = b,
0, if a ̸=b.

C(a) = δ(j,d)(2c+ 1)

j∑
c=0

(−1)j+c(j + c)!

(k + α+ c+ 1)(j − c)!(c!)2
,

xJ
αφT

S2(x, y) =
i∑

k=0

(−1)i+k Γ(1 + k)

Γ(1 + k + α)

(i+ k)!

(k!)2(i− k)!

S2∑
a=0

Caφa(x, y).

Similarly the integration of order β of φS2(x, y) with respect to y is

Jy
βφS2 (x, y) = yJ(S2×S2)φS2 (x, y).

Theorem 3.2. For a function vector φS2 (x, y), then the derivative of order α of φS2 (x, y) with 
respect to x is

xD
αφS2 (x, y) = xD(S2×S2)φS2 (x, y).
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where xD(S2×S2) is

xD(S2×S2) =




(0,0)ג (0,1)ג · · · s,0ג · · · (S2,0ג

(1,0)ג (1,1)ג · · · (s,1)ג · · · (S2,1)ג
...

...
. . .

...
...

...
(r.0)ג (r,1)ג · · · (r,s)ג · · · (r,S2)ג
...

...
...

...
. . .

...
(S2,0)ג (S2,1)ג · · · (S2,s)ג · · · (S2,S2)ג




(11)

where

(r,s)ג =
i∑

k=0

S2∑
a=0

(−1)k+i Γ(1 + k)(k + i)!

Γ(1 + k − α)(i!)2(k − i)!
Ca.

Proof. Let the derivative of order of α of φS2(x, y) with respect to x is

xD
αφS2(x, y) =x DαQi(x)Qj(y).

Dα
xQi(x)Qj(y) =

i∑
k=0

(−1)i+k Γ(1 + k)(i+ k)!

Γ(1 + k − α)(k!)2(i− k)!
xk−α Qj(y).

The Lagendre approximating of xk−α Qj(y)in two variables

xk−α Qj(y) =
S∑

c=0

S∑
d=0

C(cd)Qc(x)Qd(y) =
S2∑
a=0

CaQc(x)Qd(y),

the term C(a) is defined as

C(a) = (2c+ 1)(2d+ 1)

∫ 1

0

∫ 1

0
xk−α Qc(x)Qj(y)Qd(y)dxdy.

C(a) = (2c+ 1)δ(j,d)

j∑
c=0

(−1)j+c (j + c)!

(k + α− c+ 1)(j − c)!(c!)2
,

xD
αΩT

S2(x, y) =

i∑
k=0

S2∑
a=0

(−1)i+k Γ(1 + k)(i+ k)!

Γ(1 + k − α)(i− k)!(k!)2
CaΩa(x, y).

Similarly the β order derivative of φS2(x, y) with respect to y is

yD
βφS2(x, y) =

yD(S2×S2)φS2(x, y).

Theorem 3.3. Let f(x, y) be any function of the space C([0, 1] × [0, 1]) and U(x, y) be the
unknown solution. Then

f(x, y)U(x, y) = KT
S2G

f
(S2×S2)

φS2(x, y).

where KT
S2 is the coefficients vector of u(x, y)

Gf
(S2×S2)

=




Λ(0,0) Λ(0,1) · · · Λ0,s · · · Λ0,S2)

Λ(1,0) Λ(1,1) · · · Λ(1,s) · · · Λ(1,S2)
...

...
. . .

...
...

...
Λ(r.0) Λ(r,1) · · · Λ(r,s) · · · Λ(r,S2)
...

...
...

...
. . .

...
Λ(S2,0) Λ(S2,1) · · · Λ(S2,s) · · · Λ(S2,S2)




(12)

where

Λ(r,rr) = (2p+ 1)(2q + 1)
∑S2

i=0
ci�

(a,i,p)
(l,m,n)ג

(b,j,q)
(u,v,w).

where the value of �(a,i,p)
(l,m,n) and ,(u,v,w)(b,j,q)ג is defined in Eq. (9).

Proof. Let the vector form of V (x, y) ≃ CS2φS2(x, y)T , then we can write

g(x, y)V (x, y) = CS2

� �� �
φT
M2(x, y) .

Where ����
φT
S2 = [ X0(x, y) X1(x, y) . . . Xr(x, y) . . . XS2(x, y) ],T

and
Xr(x, y) = g(x, y)ϕr(x, y),

S-terms Legneder approximation of g(x, y) is

g(x, y) =
∑S2

i=0
ciϕi(x, y),

implies that

Xr(x, y) =
∑S2

i=0
ciϕi(x, y)ϕr(x, y).

S-terms Legendre approximations of Xr(x, y) are

Xr(x, y) =
∑S2

rr=0
h(r,rr)ϕrr(x, y),

where

h(r,rr) =
∑S2

i=0
ci(2p+ 1)(2q + 1)

∫ 1

0

∫ 1

0
ϕi(x, y)ϕr(x, y)ϕrr(x, y)dxdy.

Using the above results, it can be written as

ϕi(x, y) = Qa(x)Qb(y), where i = aS + b+ 1, a, b = 0, 1, 2 · · ·S,
ϕr(x, y) = Qi(x)Qj(y), where r = iS + j + 1, i, j = 0, 1, 2 · · ·S,
ϕrr(x, y) = Qp(x)Qq(y), where rr = pS + q + 1, p, q = 0, 1, 2 · · ·S.
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where xD(S2×S2) is

xD(S2×S2) =




(0,0)ג (0,1)ג · · · s,0ג · · · (S2,0ג

(1,0)ג (1,1)ג · · · (s,1)ג · · · (S2,1)ג
...

...
. . .

...
...

...
(r.0)ג (r,1)ג · · · (r,s)ג · · · (r,S2)ג
...

...
...

...
. . .

...
(S2,0)ג (S2,1)ג · · · (S2,s)ג · · · (S2,S2)ג




(11)

where

(r,s)ג =
i∑

k=0

S2∑
a=0

(−1)k+i Γ(1 + k)(k + i)!

Γ(1 + k − α)(i!)2(k − i)!
Ca.

Proof. Let the derivative of order of α of φS2(x, y) with respect to x is

xD
αφS2(x, y) =x DαQi(x)Qj(y).

Dα
xQi(x)Qj(y) =

i∑
k=0

(−1)i+k Γ(1 + k)(i+ k)!

Γ(1 + k − α)(k!)2(i− k)!
xk−α Qj(y).

The Lagendre approximating of xk−α Qj(y)in two variables

xk−α Qj(y) =
S∑

c=0

S∑
d=0

C(cd)Qc(x)Qd(y) =
S2∑
a=0

CaQc(x)Qd(y),

the term C(a) is defined as

C(a) = (2c+ 1)(2d+ 1)

∫ 1

0

∫ 1

0
xk−α Qc(x)Qj(y)Qd(y)dxdy.

C(a) = (2c+ 1)δ(j,d)

j∑
c=0

(−1)j+c (j + c)!

(k + α− c+ 1)(j − c)!(c!)2
,

xD
αΩT

S2(x, y) =

i∑
k=0

S2∑
a=0

(−1)i+k Γ(1 + k)(i+ k)!

Γ(1 + k − α)(i− k)!(k!)2
CaΩa(x, y).

Similarly the β order derivative of φS2(x, y) with respect to y is

yD
βφS2(x, y) =

yD(S2×S2)φS2(x, y).

Theorem 3.3. Let f(x, y) be any function of the space C([0, 1] × [0, 1]) and U(x, y) be the
unknown solution. Then

f(x, y)U(x, y) = KT
S2G

f
(S2×S2)

φS2(x, y).

where KT
S2 is the coefficients vector of u(x, y)

Gf
(S2×S2)

=




Λ(0,0) Λ(0,1) · · · Λ0,s · · · Λ0,S2)

Λ(1,0) Λ(1,1) · · · Λ(1,s) · · · Λ(1,S2)
...

...
. . .

...
...

...
Λ(r.0) Λ(r,1) · · · Λ(r,s) · · · Λ(r,S2)
...

...
...

...
. . .

...
Λ(S2,0) Λ(S2,1) · · · Λ(S2,s) · · · Λ(S2,S2)




(12)

where

Λ(r,rr) = (2p+ 1)(2q + 1)
∑S2

i=0
ci�

(a,i,p)
(l,m,n)ג

(b,j,q)
(u,v,w).

where the value of �(a,i,p)
(l,m,n) and ,(u,v,w)(b,j,q)ג is defined in Eq. (9).

Proof. Let the vector form of V (x, y) ≃ CS2φS2(x, y)T , then we can write

g(x, y)V (x, y) = CS2

� �� �
φT
M2(x, y) .

Where ����
φT
S2 = [ X0(x, y) X1(x, y) . . . Xr(x, y) . . . XS2(x, y) ],T

and
Xr(x, y) = g(x, y)ϕr(x, y),

S-terms Legneder approximation of g(x, y) is

g(x, y) =
∑S2

i=0
ciϕi(x, y),

implies that

Xr(x, y) =
∑S2

i=0
ciϕi(x, y)ϕr(x, y).

S-terms Legendre approximations of Xr(x, y) are

Xr(x, y) =
∑S2

rr=0
h(r,rr)ϕrr(x, y),

where

h(r,rr) =
∑S2

i=0
ci(2p+ 1)(2q + 1)

∫ 1

0

∫ 1

0
ϕi(x, y)ϕr(x, y)ϕrr(x, y)dxdy.

Using the above results, it can be written as

ϕi(x, y) = Qa(x)Qb(y), where i = aS + b+ 1, a, b = 0, 1, 2 · · ·S,
ϕr(x, y) = Qi(x)Qj(y), where r = iS + j + 1, i, j = 0, 1, 2 · · ·S,
ϕrr(x, y) = Qp(x)Qq(y), where rr = pS + q + 1, p, q = 0, 1, 2 · · ·S.
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h(r,rr) =
∑S2

i=0
ci(2p+ 1)(2q + 1)

∫ 1

0

∫ 1

0
Qa(x)Qi(x)Qp(x)Qb(y)Qj(y)Qq(y)dxdy,

h(r,rr) =
∑S2

i=0
ci(2p+ 1)(2q + 1)�(a,i,p)ג(b,j,q).

Using h(r,rr) = Λr,rr and simulating the procedure for r = 0, 1 · · ·S2 and rr = 0, 1 · · ·S2 we get




X0(x, y)
X1(x, y)

...
Xr(x, y)

...
XS2(x, y)




=




Λ(0,0) Λ(0,1) · · · Λ(0,s) · · · Λ(0,S2)

Λ(1,0) Λ(1,1) · · · Λ(1,s) · · · Λ(1,S2)
...

...
. . .

...
...

...
Λ(r.0) Λ(r,1) · · · Λ(r,s) · · · Λ(r,S2)
...

...
...

...
. . .

...
Λ(S2,0) Λ(S2,1) · · · Λ(S2,s) · · · Λ(S2,S2)







Q0(x, y)
Q1(x, y)

...
Qr(x, y)

...
QS2(x, y)




we can write as � �� �
φ2
S(x, y) = Gf

(S2×S2)
φ2
S(x, y).

Theorem 3.4. Let U(x, y) and f(x, y) are arbitrary elements in the space C([0, 1]× [0, 1]). Then

f(x, t)
∂αU(x, y)

∂xα
= KT

S2

x
Hf

(S2×S2)
φS2(x, y),

where KT
S2 is the coefficients vector of U(x, y), and

xHf
(S2×S2)

= xD(S2×S2)G
f
(S2×S2)

xHf
(S2×S2)

=




�(0,0) �(0,1) · · · �0,s · · · �0,S2)

�(1,0) �(1,1) · · · �(1,s) · · · �(1,S2)
...

...
. . .

...
...

...
�(r.0) �(r,1) · · · �(r,s) · · · �(r,S2)
...

...
...

...
. . .

...
�(S2,0) �(S2,1) · · · �(S2,s) · · · �(S2,S2)




, (13)

where

�(r,s) =

S2∑
i=0

�(r,i)Λ(i,s).

Proof. Considered the vector form of U(x, y) ≃ KT
S2
φS2(x, y), using the theorem (3.2)

∂αU(x, y)

∂xα
= KT

S2
xD(S2×S2)φS2(x, y).

the entries of xD(S2×S2) is associated with �(r,s) and define is

�(r,s) =

i∑
k=0

S2∑
a=0

(−1)i+k(i+ k)!

(i− k)!(k!)2
Γ(1 + k)

Γ(1 + k − α)
Ca,

f(x, t)
∂αU(x, y)

∂xα
= KT

S2
xD(S2×S2)

� �� �
φS2(x, y),

where � �� �
φS2(x, y) = [ A0(x, y) A1(x, y) . . . Ar(x, y) . . . AS2(x, y) ]T

and
Ar(x, y) = f(x, y)ϕr(x, y).

Then by theorem (3.3) � �� �
φS2(x, y) =

f(x,t) G(S2×S2)φS2(x, y),

where the entries of Gf
(S2×S2)

is associated with Λ(r,rr) and is defined as

Λ(r,rr) = (2p+ 1)(2q + 1)
∑S2

i=0
ci�

(a,i,p)
(l,m,n)�

(b,j,q)
(u,v,w).

where the value of �(a,i,p)
(l,m,n) and �(b,j,q)

(u,v,w), is defined in Eq. (9).

f(x, y)
∂αU(x, y)

∂xα
= KT

S2
x
D(S2×S2)G

f
(S2×S2)

φS2(x, y).

f(x, y)
∂αU(x, y)

∂xα
= (14)




K0
K1

.

.

.
Kr

.

.

.
K

S2




T 


(0,0)ג (0,1)ג · · · s,0ג · · · ג
0,S2)

(1,0)ג (1,1)ג · · · (s,1)ג · · · ג
(1,S2)

.

.

.

.

.

.
. . .

.

.

.

.

.

.

.

.

.
(r.0)ג (r,1)ג · · · (r,s)ג · · · ג

(r,S2)

.

.

.

.

.

.

.

.

.

.

.

.
. . .

.

.

.
ג
(S2,0)

ג
(S2,1)

· · · ג
(S2,s)

· · · ג
(S2,S2)







Λ(0,0) Λ(0,1) · · · Λ(0,s) · · · Λ
(0,S2)

Λ(1,0) Λ(1,1) · · · Λ(1,s) · · · Λ
(1,S2)

.

.

.

.

.

.
. . .

.

.

.

.

.

.

.

.

.
Λ(r.0) Λ(r,1) · · · Λ(r,s) · · · Λ

(r,S2)

.

.

.

.

.

.

.

.

.

.

.

.
. . .

.

.

.
Λ
(S2,0)

Λ
(S2,1)

· · · Λ
(S2,s)

· · · Λ
(S2,S2)







φ0(x, y)
φ1(x, y)

.

.

.
φr(x, y)

.

.

.
φ
S2 (x, y)




xHf
(S2×S2)

=




∑S2

i=0 Λ(i,0)(i,0)ג
∑S2

i=0 Λ(i,1)(i,0)ג · · ·
∑S2

i=0 Λ(i,s)(i,0)ג · · ·
∑S2

i=0 Λ(i,S2)∑S2(i,0)ג

i=0 Λ(i,0)(i,1)ג
∑S2

i=0 Λ(i,1)(i,1)ג · · ·
∑S2

i=0 Λ(i,s)(i,1)ג · · ·
∑S2

i=0 Λ(i,S2)(i,1)ג

.

.

.

.

.

.
. . .

.

.

.

.

.

.

.

.

.∑S2

i=0 Λ(i,0)(r,i)ג
∑S2

i=0 Λ(i,1)(r,i)ג · · ·
∑S2

i=0 Λ(i,s)(r,i)ג · · ·
∑S2

i=0 Λ(i,S2)(r,i)ג

.

.

.

.

.

.

.

.

.

.

.

.
. . .

.

.

.∑S2

i=0 ג
(S2,i)

Λ(i,0)
∑S2

i=0 ג
(S2,i)

Λ(i,1) · · ·
∑S2

i=0 ג
(S2,i)

Λ(i,s) · · ·
∑S2

i=0 ג
(S2,i)

Λ
(i,S2)




,

where �(r,s) is defined as

�(r,s) =

S2∑
i=0

.Λ(i,s)(r,i)ג

Which is the required proof of the theorem.

Lemma 3.2. Let cΦ
n(x) = cxn be a polynomial, φS2(x, y) be a function vector and ζ ∈ R, then

cxnΦS2(ζ, y) = xA(c,n,ζ)φS2(x, y).

The matrix xA(c,n,ζ) is defined as

xA(c,n,ζ) =




∆(0,0) ∆(0,1) · · · ∆(0,S2)

∆(1,0) ∆(1,1) · · · ∆(1,S2)
...

...
. . .

...
∆(S2,0) ∆(S2,1) · · · ∆(S2,S2)


 ,
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h(r,rr) =
∑S2

i=0
ci(2p+ 1)(2q + 1)

∫ 1

0

∫ 1

0
Qa(x)Qi(x)Qp(x)Qb(y)Qj(y)Qq(y)dxdy,

h(r,rr) =
∑S2

i=0
ci(2p+ 1)(2q + 1)�(a,i,p)ג(b,j,q).

Using h(r,rr) = Λr,rr and simulating the procedure for r = 0, 1 · · ·S2 and rr = 0, 1 · · ·S2 we get




X0(x, y)
X1(x, y)

...
Xr(x, y)

...
XS2(x, y)




=




Λ(0,0) Λ(0,1) · · · Λ(0,s) · · · Λ(0,S2)

Λ(1,0) Λ(1,1) · · · Λ(1,s) · · · Λ(1,S2)
...

...
. . .

...
...

...
Λ(r.0) Λ(r,1) · · · Λ(r,s) · · · Λ(r,S2)
...

...
...

...
. . .

...
Λ(S2,0) Λ(S2,1) · · · Λ(S2,s) · · · Λ(S2,S2)







Q0(x, y)
Q1(x, y)

...
Qr(x, y)

...
QS2(x, y)




we can write as � �� �
φ2
S(x, y) = Gf

(S2×S2)
φ2
S(x, y).

Theorem 3.4. Let U(x, y) and f(x, y) are arbitrary elements in the space C([0, 1]× [0, 1]). Then

f(x, t)
∂αU(x, y)

∂xα
= KT

S2

x
Hf

(S2×S2)
φS2(x, y),

where KT
S2 is the coefficients vector of U(x, y), and

xHf
(S2×S2)

= xD(S2×S2)G
f
(S2×S2)

xHf
(S2×S2)

=




�(0,0) �(0,1) · · · �0,s · · · �0,S2)

�(1,0) �(1,1) · · · �(1,s) · · · �(1,S2)
...

...
. . .

...
...

...
�(r.0) �(r,1) · · · �(r,s) · · · �(r,S2)
...

...
...

...
. . .

...
�(S2,0) �(S2,1) · · · �(S2,s) · · · �(S2,S2)




, (13)

where

�(r,s) =

S2∑
i=0

�(r,i)Λ(i,s).

Proof. Considered the vector form of U(x, y) ≃ KT
S2
φS2(x, y), using the theorem (3.2)

∂αU(x, y)

∂xα
= KT

S2
xD(S2×S2)φS2(x, y).

the entries of xD(S2×S2) is associated with �(r,s) and define is

�(r,s) =

i∑
k=0

S2∑
a=0

(−1)i+k(i+ k)!

(i− k)!(k!)2
Γ(1 + k)

Γ(1 + k − α)
Ca,

f(x, t)
∂αU(x, y)

∂xα
= KT

S2
xD(S2×S2)

� �� �
φS2(x, y),

where � �� �
φS2(x, y) = [ A0(x, y) A1(x, y) . . . Ar(x, y) . . . AS2(x, y) ]T

and
Ar(x, y) = f(x, y)ϕr(x, y).

Then by theorem (3.3) � �� �
φS2(x, y) =

f(x,t) G(S2×S2)φS2(x, y),

where the entries of Gf
(S2×S2)

is associated with Λ(r,rr) and is defined as

Λ(r,rr) = (2p+ 1)(2q + 1)
∑S2

i=0
ci�

(a,i,p)
(l,m,n)�

(b,j,q)
(u,v,w).

where the value of �(a,i,p)
(l,m,n) and �(b,j,q)

(u,v,w), is defined in Eq. (9).

f(x, y)
∂αU(x, y)

∂xα
= KT

S2
x
D(S2×S2)G

f
(S2×S2)

φS2(x, y).

f(x, y)
∂αU(x, y)

∂xα
= (14)




K0
K1

.

.

.
Kr

.

.

.
K

S2




T 


(0,0)ג (0,1)ג · · · s,0ג · · · ג
0,S2)

(1,0)ג (1,1)ג · · · (s,1)ג · · · ג
(1,S2)

.

.

.

.

.

.
. . .

.

.

.

.

.

.

.

.

.
(r.0)ג (r,1)ג · · · (r,s)ג · · · ג

(r,S2)

.

.

.

.

.

.

.

.

.

.

.

.
. . .

.

.

.
ג
(S2,0)

ג
(S2,1)

· · · ג
(S2,s)

· · · ג
(S2,S2)







Λ(0,0) Λ(0,1) · · · Λ(0,s) · · · Λ
(0,S2)

Λ(1,0) Λ(1,1) · · · Λ(1,s) · · · Λ
(1,S2)

.

.

.

.

.

.
. . .

.

.

.

.

.

.

.

.

.
Λ(r.0) Λ(r,1) · · · Λ(r,s) · · · Λ

(r,S2)

.

.

.

.

.

.

.

.

.

.

.

.
. . .

.

.

.
Λ
(S2,0)

Λ
(S2,1)

· · · Λ
(S2,s)

· · · Λ
(S2,S2)







φ0(x, y)
φ1(x, y)

.

.

.
φr(x, y)

.

.

.
φ
S2 (x, y)




xHf
(S2×S2)

=




∑S2

i=0 Λ(i,0)(i,0)ג
∑S2

i=0 Λ(i,1)(i,0)ג · · ·
∑S2

i=0 Λ(i,s)(i,0)ג · · ·
∑S2

i=0 Λ(i,S2)∑S2(i,0)ג

i=0 Λ(i,0)(i,1)ג
∑S2

i=0 Λ(i,1)(i,1)ג · · ·
∑S2

i=0 Λ(i,s)(i,1)ג · · ·
∑S2

i=0 Λ(i,S2)(i,1)ג

.

.

.

.

.

.
. . .

.

.

.

.

.

.

.

.

.∑S2

i=0 Λ(i,0)(r,i)ג
∑S2

i=0 Λ(i,1)(r,i)ג · · ·
∑S2

i=0 Λ(i,s)(r,i)ג · · ·
∑S2

i=0 Λ(i,S2)(r,i)ג

.

.

.

.

.

.

.

.

.

.

.

.
. . .

.

.

.∑S2

i=0 ג
(S2,i)

Λ(i,0)
∑S2

i=0 ג
(S2,i)

Λ(i,1) · · ·
∑S2

i=0 ג
(S2,i)

Λ(i,s) · · ·
∑S2

i=0 ג
(S2,i)

Λ
(i,S2)




,

where �(r,s) is defined as

�(r,s) =

S2∑
i=0

.Λ(i,s)(r,i)ג

Which is the required proof of the theorem.

Lemma 3.2. Let cΦ
n(x) = cxn be a polynomial, φS2(x, y) be a function vector and ζ ∈ R, then

cxnΦS2(ζ, y) = xA(c,n,ζ)φS2(x, y).

The matrix xA(c,n,ζ) is defined as

xA(c,n,ζ) =




∆(0,0) ∆(0,1) · · · ∆(0,S2)

∆(1,0) ∆(1,1) · · · ∆(1,S2)
...

...
. . .

...
∆(S2,0) ∆(S2,1) · · · ∆(S2,S2)


 ,
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The term ∆(r,s) is associated with A(i,j,k,l) and s = Sl+k+1, r = Si+j+1, for i,j,k,l = 0,1,2,3,..S,

A(i,j,k,l) =
i∑

b=0

(i+ b)!(−1)i+b

(b!)2(i− b)!
cζb

S∑
k=0

S∑
l=0

ℑ(k,l).

Proof. The general term of equality can be written as

ϕn
c (x)Qi(ζ)Qj(y) = c

i∑
b=0

.ζbxnQj(y)(i,b)ג

and S-terms Legendre approximation of Qj(y)x
n is

Qj(y)x
n =

S∑
k=0

S∑
l=0

ℑ(k,l)Qk(x)Ql(y),

where

ℑ(k,l) = (2k + 1)(2l + 1)

∫ 1

0

∫ 1

0
xnQk(x)Ql(y)Qj(y)dxdy.

ℑ(k,l) = (2k + 1)δ(j,l)

∫ 1

0

k∑
c=0

(−1)k+c(k + c)!

(k − c)!(c!)2
xn+cdx,

ℑ(k,l) = (2k + 1)δ(j,l)

k∑
c=0

(−1)k+c(k + c)!

(n+ c+ 1)(k − c)!(c!)2
,

cxnφS2(ζ, t) =

i∑
b=0

S∑
l=0

S∑
k=0

(−1)i+b(i+ b)! cζbℑ(k,l)Qk(x)Ql(y)

(i− b)!(b!)2
.

4 Solution Methodology for Fractional Order Partial Differential
Equations

This section presents a methodology for obtaining solutions to fractional partial differential equa-
tions (FPDEs) subject to initial and boundary conditions.

4.1 Initial Conditions

Considered the problem in Eq. (1) with the following initials conditions

U(x, 0) = f1(x) U ′(x, 0) = f2(x).

We assume that the solution can be expressed in terms of Legendre polynomials, such that

∂αU(x, y)

∂yα
= KT

S2
φS2(x, y),

By integrating of order α with respect to y and utilizing Theorem 3.1, we obtain the following
relationship

U(x, y) = KT
S2

yJ(S2×S2)φS2(x, y) + yc0 + c1, (15)

Upon utilizing the initial conditions, we can determine the values of c0 = f1(x). By substituting
these values of c0 and c1 into Equation 15, we obtain

U(x, y) = KT
S2

yJ(S2×S2)φS2(x, y) + yf2(x) + f1(x),

Let approximate the function in S-terms Legendre polynomials as

f1(x) + yf2(x) = FT
1 S2

φS2(x, y) and f(x, y) = ST
S2
φS2(x, y),

U(x, y) = KT
S2

yJ(S2×S2)φS2(x, y) + FT
1 S2

φS2(x, y).

Let suppose
X ′ = KT

S2
yJ(S2×S2) + FT

1 S2
,

then
U(x, y) = X ′φS2(x, y).

In the view of Theorems 3.2, 3.3, and 3.4, we can write as

Dβ
xU = X ′xD(S2×S2)φS2(x, y),

Θ(x, y)U = X ′GΘ
(S2×S2)φS2(x, y),

θ(x, y)DxU = X ′xHθ
(S2×S2)φS2(x, y).

Substituting these estimates into Eq. (1) yields the following results

KT
S2φS2(x, y) = [λX ′ xD(S2×S2) +X ′xHθ

(S2×S2) +X ′ GΘ
(S2×S2) + ST

S2 ]φS2(x, y),

After canceling φS2(x, y) from both sides and substituting the value of X ′, we can then

KT
S2 = λKT

S2
yJ(S2×S2)

xD(S2×S2) + λFT
1 S2

xD(S2×S2) +KT
S2

yJ(S2×S2)
xHθ

(S2×S2) + FT
1 S2

x
Hθ

(S2×S2)

+KT
S2

yJ(S2×S2)G
Θ
(S2×S2) + FT

1 S2GΘ
(S2×S2) + ST

S2 ,

further simplification, we can write as

KT
S2 = KT

S2
yJ(S2×S2)[λ

xD(S2×S2) +
x Hθ

(S2×S2) +GΘ
(S2×S2)]

+ FT
1 S2 [λxD(S2×S2) +

x Hθ
(S2×S2) +GΘ

(S2×S2)] + ST
S2 .

(16)

Which is the algebraic structure of the FPDEs in the form of sylvester equation.

4.2 Dirichlet boundary conditions

Considered the problem in Eq. (1) with the following initial and boundary conditions

U(x, 0) = f1(x) U ′(x, 0) = f2(x),

U(0, y) = g1(y), U(1, y) = g2(y).
(17)

We suppose the solution of the problem in the term of the legendre polynomials, such that the
following holds

∂αU(x, y)

∂yα
= KT

S2
φS2(x, y),
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The term ∆(r,s) is associated with A(i,j,k,l) and s = Sl+k+1, r = Si+j+1, for i,j,k,l = 0,1,2,3,..S,

A(i,j,k,l) =
i∑

b=0

(i+ b)!(−1)i+b

(b!)2(i− b)!
cζb

S∑
k=0

S∑
l=0

ℑ(k,l).

Proof. The general term of equality can be written as

ϕn
c (x)Qi(ζ)Qj(y) = c

i∑
b=0

.ζbxnQj(y)(i,b)ג

and S-terms Legendre approximation of Qj(y)x
n is

Qj(y)x
n =

S∑
k=0

S∑
l=0

ℑ(k,l)Qk(x)Ql(y),

where

ℑ(k,l) = (2k + 1)(2l + 1)

∫ 1

0

∫ 1

0
xnQk(x)Ql(y)Qj(y)dxdy.

ℑ(k,l) = (2k + 1)δ(j,l)

∫ 1

0

k∑
c=0

(−1)k+c(k + c)!

(k − c)!(c!)2
xn+cdx,

ℑ(k,l) = (2k + 1)δ(j,l)

k∑
c=0

(−1)k+c(k + c)!

(n+ c+ 1)(k − c)!(c!)2
,

cxnφS2(ζ, t) =

i∑
b=0

S∑
l=0

S∑
k=0

(−1)i+b(i+ b)! cζbℑ(k,l)Qk(x)Ql(y)

(i− b)!(b!)2
.

4 Solution Methodology for Fractional Order Partial Differential
Equations

This section presents a methodology for obtaining solutions to fractional partial differential equa-
tions (FPDEs) subject to initial and boundary conditions.

4.1 Initial Conditions

Considered the problem in Eq. (1) with the following initials conditions

U(x, 0) = f1(x) U ′(x, 0) = f2(x).

We assume that the solution can be expressed in terms of Legendre polynomials, such that

∂αU(x, y)

∂yα
= KT

S2
φS2(x, y),

By integrating of order α with respect to y and utilizing Theorem 3.1, we obtain the following
relationship

U(x, y) = KT
S2

yJ(S2×S2)φS2(x, y) + yc0 + c1, (15)

Upon utilizing the initial conditions, we can determine the values of c0 = f1(x). By substituting
these values of c0 and c1 into Equation 15, we obtain

U(x, y) = KT
S2

yJ(S2×S2)φS2(x, y) + yf2(x) + f1(x),

Let approximate the function in S-terms Legendre polynomials as

f1(x) + yf2(x) = FT
1 S2

φS2(x, y) and f(x, y) = ST
S2
φS2(x, y),

U(x, y) = KT
S2

yJ(S2×S2)φS2(x, y) + FT
1 S2

φS2(x, y).

Let suppose
X ′ = KT

S2
yJ(S2×S2) + FT

1 S2
,

then
U(x, y) = X ′φS2(x, y).

In the view of Theorems 3.2, 3.3, and 3.4, we can write as

Dβ
xU = X ′xD(S2×S2)φS2(x, y),

Θ(x, y)U = X ′GΘ
(S2×S2)φS2(x, y),

θ(x, y)DxU = X ′xHθ
(S2×S2)φS2(x, y).

Substituting these estimates into Eq. (1) yields the following results

KT
S2φS2(x, y) = [λX ′ xD(S2×S2) +X ′xHθ

(S2×S2) +X ′ GΘ
(S2×S2) + ST

S2 ]φS2(x, y),

After canceling φS2(x, y) from both sides and substituting the value of X ′, we can then

KT
S2 = λKT

S2
yJ(S2×S2)

xD(S2×S2) + λFT
1 S2

xD(S2×S2) +KT
S2

yJ(S2×S2)
xHθ

(S2×S2) + FT
1 S2

x
Hθ

(S2×S2)

+KT
S2

yJ(S2×S2)G
Θ
(S2×S2) + FT

1 S2GΘ
(S2×S2) + ST

S2 ,

further simplification, we can write as

KT
S2 = KT

S2
yJ(S2×S2)[λ

xD(S2×S2) +
x Hθ

(S2×S2) +GΘ
(S2×S2)]

+ FT
1 S2 [λxD(S2×S2) +

x Hθ
(S2×S2) +GΘ

(S2×S2)] + ST
S2 .

(16)

Which is the algebraic structure of the FPDEs in the form of sylvester equation.

4.2 Dirichlet boundary conditions

Considered the problem in Eq. (1) with the following initial and boundary conditions

U(x, 0) = f1(x) U ′(x, 0) = f2(x),

U(0, y) = g1(y), U(1, y) = g2(y).
(17)

We suppose the solution of the problem in the term of the legendre polynomials, such that the
following holds

∂αU(x, y)

∂yα
= KT

S2
φS2(x, y),
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Using the initial conditions and applying Theorems (3.3) and (3.4), we can obtain estimates for
the solution. Substituting these estimates into Eq. (1) and rearranging the terms, we obtain the
following expression

∂βU(x, y)

∂xβ
=

1

λ
[KT

S2
(II− yJ(S2×S2)

xHθ
(S2×S2) −

yJ(S2×S2)G
Θ
(S2×S2))

+ FT
1 S2

(−xHθ
(S2×S2) −GΘ

(S2×S2))− ST
S2
]φS2(x, y),

For the sake simplicity, let suppose

W(S2×S2) =
1

λ
[KT

S2
(II− yJ(S2×S2)

xHθ
(S2×S2) −

yJ(S2×S2)G
Θ
(S2×S2))

+ FT
1 S2

(−xHθ
(S2×S2) −GΘ

(S2×S2) − ST
S2
)],

∂βU(x, y)

∂xβ
= [W(S2×S2)]φS2(x, y),

Taking integration on both sides of the equation with respect to x of order of β

U(x, y) = [W(S2×S2)]
xJ(S2×S2)φS2(x, y) + d0 + xd1, (18)

Substituting the boundary condition U(0, y) = g1(y) and U(1, y) = g2(y) into the solution, we
get d0 = g1(y), and

u(1, t) = [W(S2×S2)]
xJ(S2×S2)Φ(1, t) + g1(t) + d1,

By substituting the values of d0 and d1 in Eq. (18)

U(x, y) = [W(S2×S2)]
xJ(S2×S2)φS2(x, y) + xg2(y) + g1(y)− [W(S2×S2)]

xJ(S2×S2)xΦ(1, y)− xg1(y)

let S-term approximation in the term of Legnder polynomials as

xg2 + (1− x)g1(y) = FT
2 S2φS2(x, y) and cxnΦ(ξ, y) = xA(c,n,ξ)φS2(x, y),

U(x, y) = [W(S2×S2)]
xJ(S2×S2)φS2(x, y)− [W(S2×S2)]

xJ(S2×S2)
xA(1,1,1)φS2(x, y)

+ FT
2 S2φS2(x, y),

combining the equations and canceling φS2(x, y) from both sides

KT
S2

yJ(S2×S2) + FT
1 S2 =

[
W(S2×S2)

] (
xJ(S2×S2) −x J(S2×S2)

xA(1,1,1)
)
+ FT

2 S2

(19)

putting the value of W(S2×S2) as,

KT
S2

yJ(S2×S2) =
1

λ
[KT

S2(II− yJ(S2×S2)
xHθ

(S2×S2) −
yJ(S2×S2)G

Θ
(S2×S2))

+ FT
1 S2(−xHθ

(S2×S2) −GΘ
(S2×S2))− ST

S2 ](
xJ(S2×S2) −x J(S2×S2)

xA(1,1,1)
)
+ FT

2 S2 − FT
1 S2 .

(20)

Which is the algebraic structure of the equations.

4.3 Generalized Coupled System

Considered the Coupled system in Eq. (2) with the following initial and boundary conditions

U(x, 0) = f1(x), U ′(x, 0) = f2(x),

U(0, y) = g1(y), U(1, y) = g2(x),

V (x, 0) = f3(x), V ′(x, 0) = f4(x),

V (0, y) = g3(y), V (1, y) = g4(x).

We suppose the solution of the problem in the term of the legendre polynomials, such that the
following holds.

∂αU(x, y)

∂yα
= KT

S2
φS2(x, y),

∂αV (x, y)

∂yα
= LT

S2
φS2(x, y),

by application of fractional integral of order α with respect to y and making the use of Theorem
(3.1), we get the following relation

In the view of Theorems (3.3) and (3.4), we can write as putting these estimates in Eq. (2)
and re-arranging the terms, we get

∂βU(x, y)

∂xβ
=

1

λ1
[K(II − yJ(S2×S2)G

θ1 − yJ(S2×S2)G
Θ1) + L(−λ2

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ2 − yJ(S2×S2)G
Θ2)

+ F1(−Gθ1 −GΘ1) + F2(−λ2
xDβ −Gθ2 −Gθ2)− S1)φS2(x, y),

∂βV (x, y)

∂xβ
=

1

λ4
[L(II − yJ(S2×S2)G

θ4 − yJ(S2×S2)G
Θ4) +K(−λ3

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ3 − yJ(S2×S2)G
Θ3)

+ F2(−Gθ4 −GΘ4) + F1(−λ3
xDβ −Gθ3 −GΘ3)− S2]φS2(x, y),

let suppose

M(S2×S2) =
1

λ1
[K(II − yJ(S2×S2)G

θ1 − yJ(S2×S2)G
Θ1) + L(−λ2

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ2 − yJ(S2×S2)G
Θ2)

+ F1(−Gθ1 −GΘ1) + F2(−λ2
xDβ −Gθ2 −Gθ2)− S1)],

N(S2×S2) =
1

λ4
[L(II − yJ(S2×S2)G

θ4 − yJ(S2×S2)G
Θ4) +K(−λ3

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ3 − yJ(S2×S2)G
Θ3)

+ F2(−Gθ4 −GΘ4) + F1(−λ3
xDβ −Gθ3 −GΘ3)− S2].

Now taking the integration with respect to x of order β

U(x, y) = M(S2×S2)φS2(x, y) + d0 + xd1,

V (x, y) = N(S2×S2)φS2(x, y) + e0 + xe1,
(21)

by putting the BCs and solving for d1 and e1

d1 = g2(y)− [M(S2×S2)]
(x,β)I(S2×S2)Φ(1, y)− g1(y),

e1 = g4(y)− [N(S2×S2)]
(x,β)I(S2×S2)Φ(1, y)− g3(y),

putting the values of e1 and d1 in Eq. (21), we will get

U(x, y) = [M(S2×S2)]
xJ(S2×S2)φS2 (x, y) + g1(y) + xg2(y) − [M(S2×S2)]

xJ(S2×S2)xΦ(1, y) − xg1(y), 
V (x, y) = [N(S2×S2)]

xJ(S2×S2)φS2 (x, y) + g3(y) + xg4(y) − [N(S2×S2)]
xJ(S2×S2)xΦ(1, y) − xg3(y).
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Using the initial conditions and applying Theorems (3.3) and (3.4), we can obtain estimates for
the solution. Substituting these estimates into Eq. (1) and rearranging the terms, we obtain the
following expression

∂βU(x, y)

∂xβ
=

1

λ
[KT

S2
(II− yJ(S2×S2)

xHθ
(S2×S2) −

yJ(S2×S2)G
Θ
(S2×S2))

+ FT
1 S2

(−xHθ
(S2×S2) −GΘ

(S2×S2))− ST
S2
]φS2(x, y),

For the sake simplicity, let suppose

W(S2×S2) =
1

λ
[KT

S2
(II− yJ(S2×S2)

xHθ
(S2×S2) −

yJ(S2×S2)G
Θ
(S2×S2))

+ FT
1 S2

(−xHθ
(S2×S2) −GΘ

(S2×S2) − ST
S2
)],

∂βU(x, y)

∂xβ
= [W(S2×S2)]φS2(x, y),

Taking integration on both sides of the equation with respect to x of order of β

U(x, y) = [W(S2×S2)]
xJ(S2×S2)φS2(x, y) + d0 + xd1, (18)

Substituting the boundary condition U(0, y) = g1(y) and U(1, y) = g2(y) into the solution, we
get d0 = g1(y), and

u(1, t) = [W(S2×S2)]
xJ(S2×S2)Φ(1, t) + g1(t) + d1,

By substituting the values of d0 and d1 in Eq. (18)

U(x, y) = [W(S2×S2)]
xJ(S2×S2)φS2(x, y) + xg2(y) + g1(y)− [W(S2×S2)]

xJ(S2×S2)xΦ(1, y)− xg1(y)

let S-term approximation in the term of Legnder polynomials as

xg2 + (1− x)g1(y) = FT
2 S2φS2(x, y) and cxnΦ(ξ, y) = xA(c,n,ξ)φS2(x, y),

U(x, y) = [W(S2×S2)]
xJ(S2×S2)φS2(x, y)− [W(S2×S2)]

xJ(S2×S2)
xA(1,1,1)φS2(x, y)

+ FT
2 S2φS2(x, y),

combining the equations and canceling φS2(x, y) from both sides

KT
S2

yJ(S2×S2) + FT
1 S2 =

[
W(S2×S2)

] (
xJ(S2×S2) −x J(S2×S2)

xA(1,1,1)
)
+ FT

2 S2

(19)

putting the value of W(S2×S2) as,

KT
S2

yJ(S2×S2) =
1

λ
[KT

S2(II− yJ(S2×S2)
xHθ

(S2×S2) −
yJ(S2×S2)G

Θ
(S2×S2))

+ FT
1 S2(−xHθ

(S2×S2) −GΘ
(S2×S2))− ST

S2 ](
xJ(S2×S2) −x J(S2×S2)

xA(1,1,1)
)
+ FT

2 S2 − FT
1 S2 .

(20)

Which is the algebraic structure of the equations.

4.3 Generalized Coupled System

Considered the Coupled system in Eq. (2) with the following initial and boundary conditions

U(x, 0) = f1(x), U ′(x, 0) = f2(x),

U(0, y) = g1(y), U(1, y) = g2(x),

V (x, 0) = f3(x), V ′(x, 0) = f4(x),

V (0, y) = g3(y), V (1, y) = g4(x).

We suppose the solution of the problem in the term of the legendre polynomials, such that the
following holds.

∂αU(x, y)

∂yα
= KT

S2
φS2(x, y),

∂αV (x, y)

∂yα
= LT

S2
φS2(x, y),

by application of fractional integral of order α with respect to y and making the use of Theorem
(3.1), we get the following relation

In the view of Theorems (3.3) and (3.4), we can write as putting these estimates in Eq. (2)
and re-arranging the terms, we get

∂βU(x, y)

∂xβ
=

1

λ1
[K(II − yJ(S2×S2)G

θ1 − yJ(S2×S2)G
Θ1) + L(−λ2

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ2 − yJ(S2×S2)G
Θ2)

+ F1(−Gθ1 −GΘ1) + F2(−λ2
xDβ −Gθ2 −Gθ2)− S1)φS2(x, y),

∂βV (x, y)

∂xβ
=

1

λ4
[L(II − yJ(S2×S2)G

θ4 − yJ(S2×S2)G
Θ4) +K(−λ3

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ3 − yJ(S2×S2)G
Θ3)

+ F2(−Gθ4 −GΘ4) + F1(−λ3
xDβ −Gθ3 −GΘ3)− S2]φS2(x, y),

let suppose

M(S2×S2) =
1

λ1
[K(II − yJ(S2×S2)G

θ1 − yJ(S2×S2)G
Θ1) + L(−λ2

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ2 − yJ(S2×S2)G
Θ2)

+ F1(−Gθ1 −GΘ1) + F2(−λ2
xDβ −Gθ2 −Gθ2)− S1)],

N(S2×S2) =
1

λ4
[L(II − yJ(S2×S2)G

θ4 − yJ(S2×S2)G
Θ4) +K(−λ3

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ3 − yJ(S2×S2)G
Θ3)

+ F2(−Gθ4 −GΘ4) + F1(−λ3
xDβ −Gθ3 −GΘ3)− S2].

Now taking the integration with respect to x of order β

U(x, y) = M(S2×S2)φS2(x, y) + d0 + xd1,

V (x, y) = N(S2×S2)φS2(x, y) + e0 + xe1,
(21)

by putting the BCs and solving for d1 and e1

d1 = g2(y)− [M(S2×S2)]
(x,β)I(S2×S2)Φ(1, y)− g1(y),

e1 = g4(y)− [N(S2×S2)]
(x,β)I(S2×S2)Φ(1, y)− g3(y),

putting the values of e1 and d1 in Eq. (21), we will get

U(x, y) = [M(S2×S2)]
xJ(S2×S2)φS2 (x, y) + g1(y) + xg2(y) − [M(S2×S2)]

xJ(S2×S2)xΦ(1, y) − xg1(y), 
V (x, y) = [N(S2×S2)]

xJ(S2×S2)φS2 (x, y) + g3(y) + xg4(y) − [N(S2×S2)]
xJ(S2×S2)xΦ(1, y) − xg3(y).
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let M term legender approximation of

(1− x)g1(y) + xg2 = FT
3 S2

φS2(x, y) and (1− x)g3(y) + xg4 = FT
4 S2

φS2(x, y),

using the result of Lemma (3.2), then

U(x, y) = [M(S2×S2)]
xJ(S2×S2) − [M(S2×S2)]

xJ(S2×S2)
xA(1,1,1) + F3,

V (x, y) = [N(S2×S2)]
xJ(S2×S2) − [N(S2×S2)]

xJ(S2×S2)
xA(1,1,1) + F4,

(22)

let B =
(
xJ(S2×S2) − xJ(S2×S2)

xA(1,1,1)
)
, then Eq. (22) implies that

[KyJ(S2×S2) + F1] = [M(S2×S2)]B+ F3,

[LyJ(S2×S2) + F2] = [N(S2×S2)]B+ F4,
(23)

putting the value of M(S2×S2) and N(S2×S2) as

[KyJ(S2×S2) + F1] = [
1

λ1
[K(II − yJ(S2×S2)G

θ1 − yJ(S2×S2)G
Θ1) + L(−λ2

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ2

− yJ(S2×S2)G
Θ2) + F1(−Gθ1 −GΘ1) + F2(−λ2

xDβ −Gθ2 −Gθ2)− S1)]B+ F3,

[LyJ(S2×S2) + F2] = [
1

λ4
[L(II − yJ(S2×S2)G

θ4 − yJ(S2×S2)G
Θ4) +K(−λ3

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ3

− yJ(S2×S2)G
Θ3) + F2(−Gθ4 −GΘ4) + F1(−λ3

xDβ −Gθ3 −GΘ3)− S2]B+ F4.

(24)

Writing the system in matrix form we get
[

KyJ(S2×S2) + F1

LyJ(S2×S2) + F2

]
=

[ 1
λ1
[K(II − yJ(S2×S2)G

θ1 − yJ(S2×S2)G
Θ1)B

1
λ4
[L(II − yJ(S2×S2)G

θ4 − yJ(S2×S2)G
Θ4)B

]
+

[ 1
λ1
F2(−λ2

xDβ −Gθ2 −Gθ2)B
1
λ4
F1(−λ3

xDβ −Gθ3 −GΘ3)B

]

+

[ 1
λ1
F1(−Gθ1 −GΘ1)B

1
λ4
F2(−Gθ4 −GΘ4)B

]
+

[ 1
λ1
L(−λ2

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ2 − yJ(S2×S2)G
Θ2)B

1
λ4
K(−λ3

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ3 − yJ(S2×S2)G
Θ3)B

]

+

[
− 1

λ1
S1B

− 1
λ4
S2B

]
+

[
F3

F4

]
.

[
K L

] [ yJ
(S2×S2)

O

O yJ
(S2×S2)

]
=

[
K L

]



1
λ1

[(II − yJ
(S2×S2)

Gθ1 − yJ
(S2×S2)

GΘ1 )B O

O 1
λ4

[(II − yJ
(S2×S2)

Gθ4 − yJ
(S2×S2)

GΘ4 )B




+
[

K L
]

 O 1

λ4
(−λ3

yJ
(S2×S2)

xDβ − yJ
(S2×S2)

Gθ3 − yJ
(S2×S2)

GΘ3 )B
1
λ1

(−λ2
yJ

(S2×S2)
xDβ − yJ

(S2×S2)
Gθ2 − yJ

(S2×S2)
GΘ2 )B 0




+
[

F1 F2
]



1
λ1

(−Gθ1 − GΘ1 )B O

O 1
λ4

(−Gθ4 − GΘ4 )B




+
[

F1 F2
]

 O 1

λ4
(−λ3

xDβ − Gθ3 − GΘ3 )B
1
λ1

(−λ2
xDβ − Gθ2 − Gθ2 )B O




+

[
− 1

λ1
S1B

− 1
λ4

S2B

]
+

[
F3 F4

]
−

[
F1 F2

]
,

[
K L

] [ yJ
(S2×S2)

O

O yJ
(S2×S2)

]
=

[
− 1

λ1
S1B

− 1
λ4

S2B

]
+

[
F3 F4

]
−

[
F1 F2

]

+
[

K L
]



1
λ1

[(II − yJ
(S2×S2)

Gθ1 − yJ
(S2×S2)

GΘ1 )B 1
λ4

(−λ3
yJ

(S2×S2)
xDβ − yJ

(S2×S2)
Gθ3 − yJ

(S2×S2)
GΘ3 )B

1
λ1

(−λ2
yJ

(S2×S2)
xDβ − yJ

(S2×S2)
Gθ2 − yJ

(S2×S2)
GΘ2 )B 1

λ4
[(II − yJ

(S2×S2)
Gθ4 − yJ

(S2×S2)
GΘ4 )B




+
[

F1 F2
]



1
λ1

(−Gθ1 − GΘ1 )B 1
λ4

(−λ3
yJ

(S2×S2)
xDβ − yJ

(S2×S2)
Gθ3 − yJ

(S2×S2)
GΘ3 )B

1
λ1

(−λ2
xDβ − Gθ2 − Gθ2 )B 1

λ4
(−Gθ4 − GΘ4 )B


 .

Which is the algebraic structure of the fractional order partial differential equations.

5 Test Experiments

Test problem 1.

DyU = 5D2
xU +

(y + x)3

3
DxU + 5 (x− y)U + f(x, y), (25)

with the ICs

U(x, 0) = sin(x) + 1, U ′(x, 0) = x+ cos(x) ,

where the source function is

f(x, y) = (5 y − 5x) (ey x + sin(y + x))−sin(y + x)−5 cos(y + x)−5 y ey x−(y + x)3 (cos(y + x) + y ey x)

3
+x2 ey x

The exact solution of the problem is

U(x, y) = ex y + sin(y + x) .

0

2

1

4

6

8

(a)

1

x

0.5

t

0.5
0 0

0

0.5

1

1.5

1

2

2.5

×10-15

3

3.5

(b)

1

x

0.5

t

0.5
0 0

Figure 1: (a) The comparison of exact and approximate solutions, and (b) the absolute error of
test problem 1 at scale level S = 5.

Test problem 2.

D2
yU = 6D2

xU + 2 (y + x)DxU + (y − x)2)U + f(x, y) (26)

with the ICs and the BCs

U(x, 0) =
9
(
x− 1

2

)2
25

, U ′(x, 0) = −
6
(
x− 1

2

)2
5

,

U(0, y) =

(
t− 3

5

)2
4

, U(1, y) =

(
t− 3

5

)2
4

.
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let M term legender approximation of

(1− x)g1(y) + xg2 = FT
3 S2

φS2(x, y) and (1− x)g3(y) + xg4 = FT
4 S2

φS2(x, y),

using the result of Lemma (3.2), then

U(x, y) = [M(S2×S2)]
xJ(S2×S2) − [M(S2×S2)]

xJ(S2×S2)
xA(1,1,1) + F3,

V (x, y) = [N(S2×S2)]
xJ(S2×S2) − [N(S2×S2)]

xJ(S2×S2)
xA(1,1,1) + F4,

(22)

let B =
(
xJ(S2×S2) − xJ(S2×S2)

xA(1,1,1)
)
, then Eq. (22) implies that

[KyJ(S2×S2) + F1] = [M(S2×S2)]B+ F3,

[LyJ(S2×S2) + F2] = [N(S2×S2)]B+ F4,
(23)

putting the value of M(S2×S2) and N(S2×S2) as

[KyJ(S2×S2) + F1] = [
1

λ1
[K(II − yJ(S2×S2)G

θ1 − yJ(S2×S2)G
Θ1) + L(−λ2

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ2

− yJ(S2×S2)G
Θ2) + F1(−Gθ1 −GΘ1) + F2(−λ2

xDβ −Gθ2 −Gθ2)− S1)]B+ F3,

[LyJ(S2×S2) + F2] = [
1

λ4
[L(II − yJ(S2×S2)G

θ4 − yJ(S2×S2)G
Θ4) +K(−λ3

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ3

− yJ(S2×S2)G
Θ3) + F2(−Gθ4 −GΘ4) + F1(−λ3

xDβ −Gθ3 −GΘ3)− S2]B+ F4.

(24)

Writing the system in matrix form we get
[

KyJ(S2×S2) + F1

LyJ(S2×S2) + F2

]
=

[ 1
λ1
[K(II − yJ(S2×S2)G

θ1 − yJ(S2×S2)G
Θ1)B

1
λ4
[L(II − yJ(S2×S2)G

θ4 − yJ(S2×S2)G
Θ4)B

]
+

[ 1
λ1
F2(−λ2

xDβ −Gθ2 −Gθ2)B
1
λ4
F1(−λ3

xDβ −Gθ3 −GΘ3)B

]

+

[ 1
λ1
F1(−Gθ1 −GΘ1)B

1
λ4
F2(−Gθ4 −GΘ4)B

]
+

[ 1
λ1
L(−λ2

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ2 − yJ(S2×S2)G
Θ2)B

1
λ4
K(−λ3

yJ(S2×S2)
xDβ − yJ(S2×S2)G

θ3 − yJ(S2×S2)G
Θ3)B

]

+

[
− 1

λ1
S1B

− 1
λ4
S2B

]
+

[
F3

F4

]
.

[
K L

] [ yJ
(S2×S2)

O

O yJ
(S2×S2)

]
=

[
K L

]



1
λ1

[(II − yJ
(S2×S2)

Gθ1 − yJ
(S2×S2)

GΘ1 )B O

O 1
λ4

[(II − yJ
(S2×S2)

Gθ4 − yJ
(S2×S2)

GΘ4 )B




+
[

K L
]

 O 1

λ4
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Which is the algebraic structure of the fractional order partial differential equations.

5 Test Experiments

Test problem 1.

DyU = 5D2
xU +

(y + x)3

3
DxU + 5 (x− y)U + f(x, y), (25)

with the ICs

U(x, 0) = sin(x) + 1, U ′(x, 0) = x+ cos(x) ,

where the source function is

f(x, y) = (5 y − 5x) (ey x + sin(y + x))−sin(y + x)−5 cos(y + x)−5 y ey x−(y + x)3 (cos(y + x) + y ey x)

3
+x2 ey x

The exact solution of the problem is

U(x, y) = ex y + sin(y + x) .
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Figure 1: (a) The comparison of exact and approximate solutions, and (b) the absolute error of
test problem 1 at scale level S = 5.

Test problem 2.

D2
yU = 6D2

xU + 2 (y + x)DxU + (y − x)2)U + f(x, y) (26)

with the ICs and the BCs
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4
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.
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Figure 2: Comparison and Absolute error of U(x,y) of test problem 2 for S = 3, 4, 5, 6.

Table 1: Absolute error of U(x,t) of the test problem 2 on different points of the plane at different
scale level.

(x,y) S = 3 S = 4 S = 5 S = 6

(0.1, 0.1) 6.0492e-02 3.6283e-03 9.9356e-09 4.6506e-10
(0.2, 0.2) 1.1495e-01 6.3315e-03 2.7994e-08 4.6154e-10
(0.3, 0.3) 1.4364e-01 1.2180e-03 1.0812e-07 6.1502e-09
(0.4, 0.4) 1.4390e-01 6.6235e-03 4.4193e-07 4.0330e-09
(0.5, 0.5) 1.2074e-01 1.1812e-02 5.8576e-08 4.8434e-08
(0.6, 0.6) 9.0002e-02 1.0483e-02 2.1593e-06 2.9797e-08
(0.7, 0.7) 8.6065e-02 5.1895e-03 3.7478e-06 1.7442e-07
(0.8, 0.8) 1.6198e-01 1.2921e-02 3.2539e-06 1.8825e-07
(0.9, 0.9) 3.9689e-01 7.5419e-02 1.5098e-05 6.5678e-07
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yU = 0.6Dβ

xU + 0.5Dβ
xV + θ1(x, y)DxU + θ2(x, y)DxV +Θ1(x, y)U +Θ2(x, y)V + f(x, y),

Dα
y V = 0.2Dβ

xU + 0.3Dβ
xV + θ3(x, y)DxU + θ4(x, y)DxV +Θ3(x, y)U +Θ4(x, y)V + g(x, y),

(27)

with the ICs and the BCs

U(x, 0) = x+ sin(x), U ′(x, 0) = −cos(x),

U(0, y) = −sin(y), U(1, y) = 1− sin(y − 1),

V (x, 0) = cos(x), V ′(x, 0) = sin(x) + 1,

V (0, t) = y + cos(y), V (1, y) = y + cos(y − 1).

with the exact solutions

U(x, y) = x+ sin(x− y),

V (x, y) = y + cos(x− y),

the source functions is

f(x, y) =
cos(x− y)

2
− 2 sin(x− y)
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− (x+ y)2 (x+ sin(x− y)) + sin(x− y) ex+y

− cos(x+ y) (cos(x− y) + 1)−
(
y2 + x

)
(y + cos(x− y)) .

U(x,y)

y
x

10

1

0

2

0.5

3

4

0.5
01

S = 3

S = 4

S = 5

Exact Solution

x

V(x,y)

y

0
1

0.5

1

1

1.5

0.5 0.5

0 0

S = 3

S = 4

S = 5

Exact Solution

Figure 3: Comparison of exact solution and approximate solution of U(x, y) and V (x, y) for
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with the ICs and the BCs

U(x, 0) = x+ sin(x), U ′(x, 0) = −cos(x),

U(0, y) = −sin(y), U(1, y) = 1− sin(y − 1),

V (x, 0) = cos(x), V ′(x, 0) = sin(x) + 1,

V (0, t) = y + cos(y), V (1, y) = y + cos(y − 1).

with the exact solutions

U(x, y) = x+ sin(x− y),

V (x, y) = y + cos(x− y),

the source functions is

f(x, y) =
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2
− 2 sin(x− y)
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Figure 4: Absolute error of the approximate solution of U(x, y) and V (x, y) for S = 3, 4, 5..

Figure 5: Variation in α and β in test problem 3 of U(x,y) for S = 5.

Figure 6: Variation in α and β in V(x,y) in test problem 3 of for S = 5.

Table 2: Absolute error of the test problem 3 on different points of the plane at different scale
level.

(x,y) S = 3 S = 4 S = 5 S = 6
U(abs), V(abs) U(abs), V(abs) U(abs), V(abs) U(abs), V(abs)

(0.1, 0.1) 8.4140e-3, 1.6655e-3 5.6221e-4, 9.2345e-4 3.3871e-6, 1.6078e-6 2.0992e-6, 3.7928e-6
(0.2, 0.2) 4.6137e-3, 7.3710e-3 2.4581e-3, 3.7705e-3 3.2549e-7, 1.5342e-5 3.2768e-6, 2.4282e-7
(0.3, 0.3) 2.1116e-3, 9.7669e-3 1.6189e-3, 2.6813e-3 2.1144e-5, 1.2249e-5 1.8192e-6, 2.8551e-5
(0.4, 0.4) 1.1155e-3, 8.0720e-3 1.1933e-4, 3.8112e-4 1.5882e-5, 9.8144e-7 5.3284e-7, 3.0007e-7
(0.5, 0.5) 1.7071e-3, 2.6059e-3 9.1833e-5, 1.7020e-4 2.8232e-5, 1.4792e-5 2.7891e-6, 5.1395e-6
(0.6, 0.6) 3.7728e-3, 5.2476e-3 3.3831e-3, 4.2104e-3 8.1663e-5, 7.4887e-5 4.6880e-6, 8.8008e-6
(0.7, 0.7) 6.9186e-3, 1.3074e-2 1.2157e-2, 1.5226e-2 5.9210e-5, 2.6880e-4 1.0005e-6, 1.8289e-5
(0.8, 0.8) 1.0376e-2, 1.7457e-2 2.4071e-2, 2.9706e-2 1.3684e-4, 6.2126e-4 3.3435e-5, 5.7972e-5
(0.9, 0.9) 1.2890e-2, 1.4014e-2 2.8369e-2, 3.4522e-2 4.1028e-4, 8.4497e-4 8.6757e-5, 1.4158e-5

6 Results and discussion

The absolute error is defined as the norm of the difference between the exact solution U(x, y) 
and the approximate solution US (x, y), denoted as U(abs) = ||U(x, y) − US (x, y)||. Similarly, the 
absolute error between the exact solution V (x, y) and the approximate solution VS (x, y) is defined 
as V(abs) = ||V (x, y) − VS (x, y)||.

In test problem 1, we employ the proposed technique to solve the problem. Initially, we 
set α = 2 and β = 1. The exact solution is given by U(x, y) = ex,y + sin(y + x). Figure 1 
displays the comparison between the exact and approximate solutions for a scale level of S = 5, 
with (a) and (b) illustrating the absolute error. As the scale level increases, the approximate 
solution progressively aligns with the exact solution. For the test problem 2, Figure 2 exhibits 
the comparison between the exact and approximate solutions, along with the absolute error. 
Notably, at S = 5, the error of approximation is below 10−10. Similarly, Figure 3 illustrates the
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Figure 6: Variation in α and β in V(x,y) in test problem 3 of for S = 5.

Table 2: Absolute error of the test problem 3 on different points of the plane at different scale
level.

(x,y) S = 3 S = 4 S = 5 S = 6
U(abs), V(abs) U(abs), V(abs) U(abs), V(abs) U(abs), V(abs)
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(0.4, 0.4) 1.1155e-3, 8.0720e-3 1.1933e-4, 3.8112e-4 1.5882e-5, 9.8144e-7 5.3284e-7, 3.0007e-7
(0.5, 0.5) 1.7071e-3, 2.6059e-3 9.1833e-5, 1.7020e-4 2.8232e-5, 1.4792e-5 2.7891e-6, 5.1395e-6
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(0.9, 0.9) 1.2890e-2, 1.4014e-2 2.8369e-2, 3.4522e-2 4.1028e-4, 8.4497e-4 8.6757e-5, 1.4158e-5

6 Results and discussion

The absolute error is defined as the norm of the difference between the exact solution U(x, y) 
and the approximate solution US (x, y), denoted as U(abs) = ||U(x, y) − US (x, y)||. Similarly, the 
absolute error between the exact solution V (x, y) and the approximate solution VS (x, y) is defined 
as V(abs) = ||V (x, y) − VS (x, y)||.

In test problem 1, we employ the proposed technique to solve the problem. Initially, we 
set α = 2 and β = 1. The exact solution is given by U(x, y) = ex,y + sin(y + x). Figure 1 
displays the comparison between the exact and approximate solutions for a scale level of S = 5, 
with (a) and (b) illustrating the absolute error. As the scale level increases, the approximate 
solution progressively aligns with the exact solution. For the test problem 2, Figure 2 exhibits 
the comparison between the exact and approximate solutions, along with the absolute error. 
Notably, at S = 5, the error of approximation is below 10−10. Similarly, Figure 3 illustrates the
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comparison between the approximate and exact solutions at a scale level of S = 5 for the problem 
3. Additionally, Figure 4 presents the absolute error at different scale levels for the same test 
problem. Table 1 provides a comparison of the exact and approximate solutions at various points 
in the plane and different scale levels. We approximate the solution of the scheme using specific 
fractional values of α and β, while fixing the scale level at S = 5. The results demonstrate that as 
α approaches 2, the approximate solution closely matches the exact solution, as shown in Figure 
5. Similarly, the same observation applies to β approaching 1, as depicted in Figure 6. By solving 
the test problem 3 with α = 2 and β = 1, the exact solution is given by U(x, y) = x + sin(x − y) 
and V (x, y) = y + cos(x − y). We approximate the solution at different scale levels and observe 
that the method is highly efficient and yields highly accurate solutions. Even for small scale 
levels, the results are remarkably accurate. Furthermore, through numerical error analysis, we 
find that the error falls below 10−3, which is an acceptable level of accuracy for a choice of S ≤ 5. 
Table 2 presents the results showcasing further error reduction as the scale level increases.

7 Conclusion and future work

Our analysis and experimental work have led us to the conclusion that the proposed method is 
highly effective in approximating solutions for a system of coupled fractional order partial differen-
tial equations with variable coefficients. The derivatives are defined in the Caputo-Fabrizio sense. 
The results obtained from our study are deemed satisfactory. Furthermore, we anticipate that 
the method can produce even more accurate solutions by incorporating other orthogonal polyno-
mials or wavelets. In this study, we have applied the method to solve linear multi-term coupled 
fractional order partial differential equations, considering initial and Dirichlet type boundary 
conditions. It is worth noting that the method can be easily extended to address systems with 
different types of non-local boundary conditions. As part of our future work, we aim to generalize 
the method to tackle similar problems involving nonlinear boundary conditions.
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problem. Table 1 provides a comparison of the exact and approximate solutions at various points 
in the plane and different scale levels. We approximate the solution of the scheme using specific 
fractional values of α and β, while fixing the scale level at S = 5. The results demonstrate that as 
α approaches 2, the approximate solution closely matches the exact solution, as shown in Figure 
5. Similarly, the same observation applies to β approaching 1, as depicted in Figure 6. By solving 
the test problem 3 with α = 2 and β = 1, the exact solution is given by U(x, y) = x + sin(x − y) 
and V (x, y) = y + cos(x − y). We approximate the solution at different scale levels and observe 
that the method is highly efficient and yields highly accurate solutions. Even for small scale 
levels, the results are remarkably accurate. Furthermore, through numerical error analysis, we 
find that the error falls below 10−3, which is an acceptable level of accuracy for a choice of S ≤ 5. 
Table 2 presents the results showcasing further error reduction as the scale level increases.

7 Conclusion and future work

Our analysis and experimental work have led us to the conclusion that the proposed method is 
highly effective in approximating solutions for a system of coupled fractional order partial differen-
tial equations with variable coefficients. The derivatives are defined in the Caputo-Fabrizio sense. 
The results obtained from our study are deemed satisfactory. Furthermore, we anticipate that 
the method can produce even more accurate solutions by incorporating other orthogonal polyno-
mials or wavelets. In this study, we have applied the method to solve linear multi-term coupled 
fractional order partial differential equations, considering initial and Dirichlet type boundary 
conditions. It is worth noting that the method can be easily extended to address systems with 
different types of non-local boundary conditions. As part of our future work, we aim to generalize 
the method to tackle similar problems involving nonlinear boundary conditions.
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Abstract 

Plate Fin Heat Sinks (PFHSs) are the most used equipment to remove heat from a 
surface to surrounding fluid. So, it is important to analyze PFHSs detailly in order to reduce 
operating temperature, pumping power, sound of fan, volume and weight of the device. In this 
study, a PFHS is placed in the direction of the flow and perpendicular to the flow in a square 
channel where the width and length of the PFHS is 100 mm, the fin height (𝐻𝐻𝑓𝑓𝑓𝑓𝑓𝑓) is 15 mm,
number of fins (𝑁𝑁) are 10 and 20, thickness of the fin (𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓) is 1.5 mm and Reynolds number
based on the channel’s hydraulic diameter varies between 10268 and 97550. Full-scale 
models are investigated numerically using Computational Fluid Dynamics (CFD) method. 
Furthermore, experimental system of square channel having 150 mm x 150 mm cross-section 
and length of 3.9 m is designed and constructed where the two type of heat sinks are tested. 
Base plate temperature, pressure drop, velocity/pressure/temperature contours of PFHSs are 
investigated using numerical methods, pressure drop values are also obtained experimentally. 
It is shown that PFHS located in the flow direction has lower base plate temperature and 
lower pressure drop values as compared to perpendicular to flow replacement.

Keywords: plate fin heat sink, experimental, CFD, base plate temperature, pressure drop.
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Abstract 

Plate Fin Heat Sinks (PFHSs) are the most used equipment to remove heat from a 
surface to surrounding fluid. So, it is important to analyze PFHSs detailly in order to reduce 
operating temperature, pumping power, sound of fan, volume and weight of the device. In this 
study, a PFHS is placed in the direction of the flow and perpendicular to the flow in a square 
channel where the width and length of the PFHS is 100 mm, the fin height (𝐻𝐻𝑓𝑓𝑓𝑓𝑓𝑓) is 15 mm,
number of fins (𝑁𝑁) are 10 and 20, thickness of the fin (𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓) is 1.5 mm and Reynolds number
based on the channel’s hydraulic diameter varies between 10268 and 97550. Full-scale 
models are investigated numerically using Computational Fluid Dynamics (CFD) method. 
Furthermore, experimental system of square channel having 150 mm x 150 mm cross-section 
and length of 3.9 m is designed and constructed where the two type of heat sinks are tested. 
Base plate temperature, pressure drop, velocity/pressure/temperature contours of PFHSs are 
investigated using numerical methods, pressure drop values are also obtained experimentally. 
It is shown that PFHS located in the flow direction has lower base plate temperature and 
lower pressure drop values as compared to perpendicular to flow replacement.
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1.INTRODUCTION

Plate fin heat sinks are preferred in thermal design systems for effective cooling i.e. electric 

vehicle battery, electronic devices. Moreover, the use of plate fins in heat sinks is used in 

many engineering applications because it is simple in structure and easy to manufacture. It is 

essential to investigate the operating temperature of cooled equipment, pumping power, fan 

sound, volume and weight must be controlled.

Inci and Bayer [1] carried out a geometric optimization study to increase the heat transfer in 

the heat sinks in the case of using plate fin and square/circular pin fins. As a result, base 

temperature of heat sink was reduced by 4.5% in the case of using circular pin fins. Gupta et 

al. [2] experimentally investigated the heat transfer and flow characteristics of the plate fin 

heat sink in the horizontal rectangular channel by creating a dimple on the fin surface for in-

line and staggered arrays. The Reynolds number ranges from 6800 to 15200. As a result, they 

found that dimple formation on plate fin surfaces led to higher heat transfer, friction factor 

and fin efficiency than flat plate fin surface. In addition, they stated that the staggered

arrangement is more effective than the in-line one. Ayli et al. [3] carried out numerical and 

experimental studies in the case of using flat rectangular plate fins in heat sinks perpendicular 

to flow in square section duct. The fin spacing ratio (d/w) ranges from 0.089 to 0.0625, the fin 

width to fin length ratio (t/L) ranges from 0.24875 to 0.729, and the Reynolds number ranges 

from 17 x 107 < Re < 2.47 x 108. They found that the average Nusselt number increased with 

the increase in the inter-fin distance (d/t) and the decrease in clearance ratio (C/L), and the 

highest local heat transfer coefficient was obtained at the smallest value of the clearance ratio

(C/L).

Yuan et al. [4] investigated numerically the thermal and hydraulic performances of the plate 

pin fin heat sinks which were constructed mounting pin fins between plate fins. Increasing the 

diameter of pin, pressure drop increased and thermal resistance decreased. It was shown that 

base plate temperature of CPU was less than 358 K for inlet velocity of 6.5 m/s and a heat 

flux value of 2.20 𝑊𝑊/𝑐𝑐𝑚𝑚2 . Zhou and Catton [5] studied plate-pin fin heat sinks where

circular, square, elliptic, NACA profile and dropform were the shape of pin cross-sections.

Pin width to plate fin spacings ranged between 0.3 to 0.6. It was observed that plate pin fin 

heat sinks have higher Nusselt numbers, pressure drops as compared to plate fin heat sinks 

and pin fin heat sinks. The performance of elliptic and NACA form was superior to other 

shapes. Sara [6] experimentally investigated the effect of using square pin fins on heat transfer 

and pressure loss in heat sinks in terms of average Nusselt number and friction factor. As a 

result of examining the cases where the aspect ratio (C/H) is between 0 and 1, the Reynolds 

number is between 10000 and 34000, and the ratio of the distance between the pin fins in the 

flow direction is 1.58, 4.17, 9.33, the average Nusselt number and friction factor are 

decreased with the decrease in the aspect ratio and the distance between the pin fins. Sparrow 

and Grannis [7] investigated diamond pin fins, Jin et al. [8] studied circular, elliptical, drop, 

NACA pin fins.

Kotcioglu et al. [9] experimentally investigated the effects of using hexagonal, square and 

cylindrical pin fins on thermal efficiency and pressure drop in heat sinks for fixed 

dimensionless transverse (𝑠𝑠𝑇𝑇 / 𝐷𝐷 = 2) and longitudinal (𝑠𝑠𝐿𝐿 / 𝐷𝐷 = 2) pitches. As a result, they

found that the use of cylindrical pin fins had a lower pressure drop than square and hexagonal 

pin fins. Zhao et al. [10] experimentally investigated the pressure drop and friction factor in 

mini pin fin type heat sinks where different geometric cross sections (circular, elliptical, 

square, diamond, triangular) are used and the pin fins are arranged in a staggered manner in 

the same height and transverse pitch range. As a result, they stated that the elliptic cross-

section has the lowest flow resistance since it most resembles the streamline form, and the 

triangle section has the highest flow resistance because it least resembles the streamline form.

Choudhary et al. [11] investigated pin-fin heat sinks in terms of heat transfer and pressure 

drop with and without wings. They defined the Reynolds number according to the hydraulic 

diameter of the channel and Reynolds number was ranged from 6800 to 15100. They stated 

that the heat transfer gets better and frictional losses increase a little with the addition of 

wings.

In this study, a PFHS is placed in the direction of the flow and perpendicular to the flow in a 

square channel where the width and length of the PFHS is 100 mm, the fin height (𝐻𝐻𝑓𝑓𝑓𝑓𝑓𝑓) is 15

mm, number of fins (𝑁𝑁) are 10 and 20, thickness of the fin (𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓) is 1.5 mm and Reynolds

number based on the channel hydraulic diameter ranges between 10268 and 97550. Full-scale 

models are studied numerically using Ansys Fluent commercial program. Moreover, 

experimental system of square channel having 150 mm x 150 mm cross-section and length of 

3.9 m is designed and constructed where the two type of heat sinks are tested.

2.EXPERIMENTAL SETUP

Experiments were carried out in a 3.9 m long square channel (150 mm x 150 mm) as 

illustrated in Figure 1.
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1.INTRODUCTION

Plate fin heat sinks are preferred in thermal design systems for effective cooling i.e. electric 

vehicle battery, electronic devices. Moreover, the use of plate fins in heat sinks is used in 

many engineering applications because it is simple in structure and easy to manufacture. It is 

essential to investigate the operating temperature of cooled equipment, pumping power, fan 

sound, volume and weight must be controlled.

Inci and Bayer [1] carried out a geometric optimization study to increase the heat transfer in 

the heat sinks in the case of using plate fin and square/circular pin fins. As a result, base 

temperature of heat sink was reduced by 4.5% in the case of using circular pin fins. Gupta et 

al. [2] experimentally investigated the heat transfer and flow characteristics of the plate fin 

heat sink in the horizontal rectangular channel by creating a dimple on the fin surface for in-

line and staggered arrays. The Reynolds number ranges from 6800 to 15200. As a result, they 

found that dimple formation on plate fin surfaces led to higher heat transfer, friction factor 

and fin efficiency than flat plate fin surface. In addition, they stated that the staggered

arrangement is more effective than the in-line one. Ayli et al. [3] carried out numerical and 

experimental studies in the case of using flat rectangular plate fins in heat sinks perpendicular 

to flow in square section duct. The fin spacing ratio (d/w) ranges from 0.089 to 0.0625, the fin 

width to fin length ratio (t/L) ranges from 0.24875 to 0.729, and the Reynolds number ranges 

from 17 x 107 < Re < 2.47 x 108. They found that the average Nusselt number increased with 

the increase in the inter-fin distance (d/t) and the decrease in clearance ratio (C/L), and the 

highest local heat transfer coefficient was obtained at the smallest value of the clearance ratio

(C/L).

Yuan et al. [4] investigated numerically the thermal and hydraulic performances of the plate 

pin fin heat sinks which were constructed mounting pin fins between plate fins. Increasing the 

diameter of pin, pressure drop increased and thermal resistance decreased. It was shown that 

base plate temperature of CPU was less than 358 K for inlet velocity of 6.5 m/s and a heat 

flux value of 2.20 𝑊𝑊/𝑐𝑐𝑚𝑚2 . Zhou and Catton [5] studied plate-pin fin heat sinks where

circular, square, elliptic, NACA profile and dropform were the shape of pin cross-sections.

Pin width to plate fin spacings ranged between 0.3 to 0.6. It was observed that plate pin fin 

heat sinks have higher Nusselt numbers, pressure drops as compared to plate fin heat sinks 

and pin fin heat sinks. The performance of elliptic and NACA form was superior to other 

shapes. Sara [6] experimentally investigated the effect of using square pin fins on heat transfer 

and pressure loss in heat sinks in terms of average Nusselt number and friction factor. As a 

result of examining the cases where the aspect ratio (C/H) is between 0 and 1, the Reynolds 

number is between 10000 and 34000, and the ratio of the distance between the pin fins in the 

flow direction is 1.58, 4.17, 9.33, the average Nusselt number and friction factor are 

decreased with the decrease in the aspect ratio and the distance between the pin fins. Sparrow 

and Grannis [7] investigated diamond pin fins, Jin et al. [8] studied circular, elliptical, drop, 

NACA pin fins.

Kotcioglu et al. [9] experimentally investigated the effects of using hexagonal, square and 

cylindrical pin fins on thermal efficiency and pressure drop in heat sinks for fixed 

dimensionless transverse (𝑠𝑠𝑇𝑇 / 𝐷𝐷 = 2) and longitudinal (𝑠𝑠𝐿𝐿 / 𝐷𝐷 = 2) pitches. As a result, they

found that the use of cylindrical pin fins had a lower pressure drop than square and hexagonal 

pin fins. Zhao et al. [10] experimentally investigated the pressure drop and friction factor in 

mini pin fin type heat sinks where different geometric cross sections (circular, elliptical, 

square, diamond, triangular) are used and the pin fins are arranged in a staggered manner in 

the same height and transverse pitch range. As a result, they stated that the elliptic cross-

section has the lowest flow resistance since it most resembles the streamline form, and the 

triangle section has the highest flow resistance because it least resembles the streamline form.

Choudhary et al. [11] investigated pin-fin heat sinks in terms of heat transfer and pressure 

drop with and without wings. They defined the Reynolds number according to the hydraulic 

diameter of the channel and Reynolds number was ranged from 6800 to 15100. They stated 

that the heat transfer gets better and frictional losses increase a little with the addition of 

wings.

In this study, a PFHS is placed in the direction of the flow and perpendicular to the flow in a 

square channel where the width and length of the PFHS is 100 mm, the fin height (𝐻𝐻𝑓𝑓𝑓𝑓𝑓𝑓) is 15

mm, number of fins (𝑁𝑁) are 10 and 20, thickness of the fin (𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓) is 1.5 mm and Reynolds

number based on the channel hydraulic diameter ranges between 10268 and 97550. Full-scale 

models are studied numerically using Ansys Fluent commercial program. Moreover, 

experimental system of square channel having 150 mm x 150 mm cross-section and length of 

3.9 m is designed and constructed where the two type of heat sinks are tested.

2.EXPERIMENTAL SETUP

Experiments were carried out in a 3.9 m long square channel (150 mm x 150 mm) as 

illustrated in Figure 1.

2117th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



Figure 1. Experimental setup

Air is forced with a blower which passes through the square channel, exits from channel to the 

atmosphere. Frequency converter is used to set the inlet velocity 𝑉𝑉𝑖𝑖𝑖𝑖. The inlet velocity is

determined with anemometer and differential pressure manometer is used to measure pressure 

drop value. The square channel consists of three sections: (1) entry (2) test and (3) exit where 

the lengths of these sections are 2400 mm, 500 mm and 400 mm, respectively. These 

dimensions are determined after the numerical simulations that provides fully developed flow 

in front of the test section. Flow straightener is used after the convergent section to minimize 

turbulence. Heat sink is manufactured from a three-dimensional printer and mounted in the 

middle of the test section as shown in Figure 2. The replacement of heat sink is done with an 

opened window in the top of the test section. Moreover, experimental setup system and 

manufactured plate fin heat sink are shown in Figure 3. Locations of anemometer and 

pressure taps in the test section is presented in Figure 4.

Figure 2. Test section

(a) (b)

Figure 3. (a) Experimental setup system (b) manufactured plate fin heat sink

Figure 4. Measurement points

3. PHYSICAL MODEL AND SOLUTION PROCEDURE

Three-dimensional view and dimensions of PFHS are presented in Figure 5. Parameters and 

data of present study are given in Table 1. Replacements of PFHSs in the direction of the flow 

and perpendicular to the flow in the square channel are shown in Figures 6a and 6b, 

respectively.

212 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye
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Air is forced with a blower which passes through the square channel, exits from channel to the 

atmosphere. Frequency converter is used to set the inlet velocity 𝑉𝑉𝑖𝑖𝑖𝑖. The inlet velocity is

determined with anemometer and differential pressure manometer is used to measure pressure 

drop value. The square channel consists of three sections: (1) entry (2) test and (3) exit where 

the lengths of these sections are 2400 mm, 500 mm and 400 mm, respectively. These 

dimensions are determined after the numerical simulations that provides fully developed flow 

in front of the test section. Flow straightener is used after the convergent section to minimize 

turbulence. Heat sink is manufactured from a three-dimensional printer and mounted in the 

middle of the test section as shown in Figure 2. The replacement of heat sink is done with an 

opened window in the top of the test section. Moreover, experimental setup system and 

manufactured plate fin heat sink are shown in Figure 3. Locations of anemometer and 

pressure taps in the test section is presented in Figure 4.

Figure 2. Test section

(a) (b)

Figure 3. (a) Experimental setup system (b) manufactured plate fin heat sink

Figure 4. Measurement points

3. PHYSICAL MODEL AND SOLUTION PROCEDURE

Three-dimensional view and dimensions of PFHS are presented in Figure 5. Parameters and 

data of present study are given in Table 1. Replacements of PFHSs in the direction of the flow 

and perpendicular to the flow in the square channel are shown in Figures 6a and 6b, 

respectively.
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Figure 5. Three-dimensional view and dimensions of PFHS

Table 1. Parameters and data of present study

Parameter Value
Fin length, 𝐿𝐿 100 mm
Fin height, 𝐻𝐻𝑓𝑓𝑓𝑓𝑓𝑓 15 mm
Fin width, 𝑊𝑊 100 mm
Thickness of base plate, 𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 4 mm
Thickness of fin, 𝑡𝑡𝑓𝑓𝑓𝑓𝑓𝑓 1.5 mm
Number of fins, 𝑁𝑁 10 and 20
Channel Height, 𝐻𝐻𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 150 mm
Channel Width, 𝑊𝑊𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 150 mm
Heat load, 𝑄𝑄 50 W
Inlet velocity, 𝑉𝑉𝑖𝑖𝑖𝑖 1, 2, 3.5, 4.23, 5, 6.3, 7.2, 7.8, 8.5, 9.5
Inlet temperature, 𝑇𝑇𝑖𝑖𝑖𝑖 300 K

(a)

(b)

Figure 6. PFHS in the square channel (a) in the direction of the flow (b) perpendicular to the 

flow

Conservation Equations

Conservation equations of continuity, momentum, energy and turbulence equations are used 

for numerical computations. The heat sink and flow domain are modeled as three-

dimensional, the flow is incompressible and turbulent. The heat transfer is modeled as 

conjugate heat transfer which considers conductive and convective heat transfer. The 

conservation equations are given as follows ([12],[13]): 

Flow 

Flow 
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Parameter Value
Fin length, 𝐿𝐿 100 mm
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Figure 6. PFHS in the square channel (a) in the direction of the flow (b) perpendicular to the 

flow

Conservation Equations

Conservation equations of continuity, momentum, energy and turbulence equations are used 

for numerical computations. The heat sink and flow domain are modeled as three-

dimensional, the flow is incompressible and turbulent. The heat transfer is modeled as 

conjugate heat transfer which considers conductive and convective heat transfer. The 

conservation equations are given as follows ([12],[13]): 

Flow 

Flow 
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Conservation of Continuity:

∂
∂xi

(𝑢𝑢𝑖𝑖) = 0 (1)

Conservation of Momentum:

𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎 𝑢𝑢𝑗𝑗
𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

= −
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

+
𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
[(μ + μt) 

𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

] (2)

Conservation of Energy:

𝜌𝜌𝑎𝑎𝑎𝑎𝑎𝑎 𝑢𝑢𝑗𝑗
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

=
𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
[(

𝜇𝜇
𝑃𝑃𝑃𝑃 +

𝜇𝜇𝑡𝑡
𝑃𝑃𝑃𝑃𝑡𝑡

) 
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

] (3)

Renormalization Group (RNG) k-ε turbulence model with enhanced wall treatment is 

preferred in this work, turbulence equations can be found in [14].

Data Analysis

Reynolds number is defined as

𝑅𝑅𝑒𝑒𝐷𝐷ℎ =
𝑉𝑉𝑖𝑖𝑖𝑖 𝐷𝐷ℎ

ʋ
(4)

ʋ is the air kinematic viscosity. 𝐷𝐷ℎ is the hydraulic diameter of channel,

𝐷𝐷ℎ =
2 𝐻𝐻𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑊𝑊𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝐻𝐻𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑊𝑊𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

(5)

∆𝑃𝑃 is the difference of pressure values in the pressure taps.

∆𝑃𝑃 = 𝑃𝑃𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 (6)

Numerical Analysis and Boundary Conditions

Three-dimensional models were created with Ansys Design Modeler and meshed with Ansys 

Mesher. Ansys Fluent program is used to carry out numerical calculations. Conservation and 

turbulence equations were solved using second-order upwind scheme, velocity and pressure 

values were coupled with Coupled algorithm. Convergence criteria is set for energy equation 

as 10−8 , for other equations as 10−5 . Tetrahedral elements were used near the heat sink

region, and hexahedral elements were chosen for the other regions to create mesh. For the 

wall surfaces, inflation layers were utilized in order to keep y+ values in the range of 1 and 5. 

The mesh of the PFHS in the flow direction replacement and cross-sectional view of the mesh 

are shown in Figures 7a and 7b, respectively.

(a)

(b)

Figure 7. (a) Mesh of the PFHS in the flow direction replacement (b) cross-sectional view of 

the mesh

The boundaries for PFHS for both in the flow direction and perpendicular to flow 

replacements are presented in Figure 8. Velocity and temperature values are constant for the 

inlet boundary (𝑢𝑢 = 𝑉𝑉𝑖𝑖𝑖𝑖 and 𝑇𝑇𝑖𝑖𝑖𝑖 = 300 𝐾𝐾). For the outlet boundary, pressure value is assigned

to atmospheric pressure (𝑃𝑃 = 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎). Constant heat flux is applied in the base plate of heat

sink (𝑞𝑞" =  5000 𝑊𝑊 / 𝑚𝑚2). It is assumed that there is no heat transfer to the surroundings for

the wall surfaces except heated base plate, so adiabatic boundary condition (𝑞𝑞" =  0 𝑊𝑊 / 𝑚𝑚2)

is used for these walls. The computational domain consists of solid and fluid zones. Conjugate 

heat transfer is modeled for the heat transfer where heat is transferred from base plate to heat 

sink conductively, and heat sink to air convectively.
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Renormalization Group (RNG) k-ε turbulence model with enhanced wall treatment is 

preferred in this work, turbulence equations can be found in [14].

Data Analysis

Reynolds number is defined as

𝑅𝑅𝑒𝑒𝐷𝐷ℎ =
𝑉𝑉𝑖𝑖𝑖𝑖 𝐷𝐷ℎ

ʋ
(4)

ʋ is the air kinematic viscosity. 𝐷𝐷ℎ is the hydraulic diameter of channel,

𝐷𝐷ℎ =
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∆𝑃𝑃 is the difference of pressure values in the pressure taps.

∆𝑃𝑃 = 𝑃𝑃𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 (6)

Numerical Analysis and Boundary Conditions

Three-dimensional models were created with Ansys Design Modeler and meshed with Ansys 

Mesher. Ansys Fluent program is used to carry out numerical calculations. Conservation and 

turbulence equations were solved using second-order upwind scheme, velocity and pressure 

values were coupled with Coupled algorithm. Convergence criteria is set for energy equation 

as 10−8 , for other equations as 10−5 . Tetrahedral elements were used near the heat sink

region, and hexahedral elements were chosen for the other regions to create mesh. For the 

wall surfaces, inflation layers were utilized in order to keep y+ values in the range of 1 and 5. 

The mesh of the PFHS in the flow direction replacement and cross-sectional view of the mesh 

are shown in Figures 7a and 7b, respectively.

(a)

(b)

Figure 7. (a) Mesh of the PFHS in the flow direction replacement (b) cross-sectional view of 

the mesh

The boundaries for PFHS for both in the flow direction and perpendicular to flow 

replacements are presented in Figure 8. Velocity and temperature values are constant for the 

inlet boundary (𝑢𝑢 = 𝑉𝑉𝑖𝑖𝑖𝑖 and 𝑇𝑇𝑖𝑖𝑖𝑖 = 300 𝐾𝐾). For the outlet boundary, pressure value is assigned

to atmospheric pressure (𝑃𝑃 = 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎). Constant heat flux is applied in the base plate of heat

sink (𝑞𝑞" =  5000 𝑊𝑊 / 𝑚𝑚2). It is assumed that there is no heat transfer to the surroundings for

the wall surfaces except heated base plate, so adiabatic boundary condition (𝑞𝑞" =  0 𝑊𝑊 / 𝑚𝑚2)

is used for these walls. The computational domain consists of solid and fluid zones. Conjugate 

heat transfer is modeled for the heat transfer where heat is transferred from base plate to heat 

sink conductively, and heat sink to air convectively.
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so the third mesh structure is used for the other calculations.

4.RESULTS AND CONCLUSIONS

Numerical results of 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 vs. 𝑉𝑉𝑖𝑖𝑖𝑖 and ∆𝑃𝑃 vs. 𝑉𝑉𝑖𝑖𝑖𝑖 are given in Figures 9a and 9b, respectively.

As it is expected, increasing the inlet velocity decreases the base plate temperature and 

increases the pressure drop. For the studied cases, PFHS replacement in the flow direction has 

better performance as compared to perpendicular to flow replacement. Minimum 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 for

𝑁𝑁𝐿𝐿 = 20 in the flow direction and perpendicular to flow replacements are 39.59 and 61.31.

Moreover, pressure drop values are 20.68 and 51.66. It can be inferred that perpendicular to 

flow replacement exhibit worse performances in terms of base plate temperature and pressure 

drop.

For the replacement in the flow direction, minimum 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 for 𝑁𝑁𝐿𝐿 = 20 and 𝑁𝑁𝐿𝐿 = 10 are 39.59

and 47.36, respectively. At this velocity, pressure drop values are 20.68 and 8.90. Decreasing 

the number of fins from 20 to 10 led to 19.63% increment in 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏, 56.96% decrement in ∆𝑃𝑃.

For the replacement perpendicular to flow, minimum 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 for 𝑁𝑁𝐿𝐿 = 20 and 𝑁𝑁𝐿𝐿 = 10 are

61.31 and 69.87, respectively. Pressure drop values are nearly same (51.66 and 51.89). So, 

increasing the number of fins does not affect the pressure drop, only decrease 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏.

(a)
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Figure 9. Variations of (a) 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 vs. 𝑉𝑉𝑖𝑖𝑖𝑖 (b) ∆𝑃𝑃 vs. 𝑉𝑉𝑖𝑖𝑖𝑖

For 𝑁𝑁𝐿𝐿 = 20 , experimental studies were carried out for both replacements of in the flow

direction and perpendicular to flow. Comparisons of these cases are given in Figure 10,

numerically and experimentally. It is shown that experimental and numerical results show less 

difference.
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Figure 10. Comparison of numerical and experimental studies, ∆𝑃𝑃 vs. 𝑉𝑉𝑖𝑖𝑖𝑖

Contours of velocity, pressure and temperature for PFHS in the flow direction and 

perpendicular to flow replacements at 𝑉𝑉𝑖𝑖𝑖𝑖 = 9.5 𝑚𝑚/𝑠𝑠 and 𝑧𝑧 = 0.075 𝑚𝑚 are shown in Figures

11 and 12. Perpendicular replacement obstructs the flow entrance between the plate fins, so 

heat is not extracted from the heated base plate which led to higher base plate temperature.

(a)

(b)

(c)

Figure 11. Contours of (a) velocity (b) pressure (c) temperature for PFHS in the flow 

direction replacement at 𝑉𝑉𝑖𝑖𝑖𝑖 = 9.5 𝑚𝑚/𝑠𝑠 and 𝑧𝑧 = 0.075 𝑚𝑚
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(a)

(b)

(c)

Figure 12. Contours of (a) velocity (b) pressure (c) temperature for PFHS perpendicular to 

flow replacement at 𝑉𝑉𝑖𝑖𝑖𝑖 = 9.5 𝑚𝑚/𝑠𝑠 and 𝑧𝑧 = 0.075 𝑚𝑚
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Abstract 

Artificial intelligence is systems that allow machines to perform various tasks, learn 
from experience, and adapt to new inputs, similar to humans. Artificial intelligence is aimed 
at developing human competencies and contributing to them. Because artificial intelligence 
can identify meaningful relationships in raw data, it can support diagnosis, treatment, and 
predictions in many medical conditions. With the rapidly developing image processing and 
artificial intelligence technologies, many technologies are being developed for diagnosing and 
diagnosing diseases to be defined more automatically, faster, and more accurately. Artificial 
intelligence in medical diagnosis systems is being developed to provide many benefits to 
patients, healthcare professionals, and healthcare institutions, such as early disease diagnosis, 
treatment quality, and cost reduction. This study developed a diagnostic system for 
diagnosing brain tumors from MRI images using the DenseNet121 model. The dataset used 
consists of 7022 MRI images with glioma, meningioma, no tumor and pituitary labels.
Experimental results showed that the developed DenseNet121 model has 94.51% accuracy in 
brain tumor detection.

Keywords: Artificial intelligence; Deep learning; Brain tumor; DenseNet121.

1.INTRODUCTION

Integrating artificial intelligence into the radiology workflow increases the speed and quality 
of the examination [1]. This way, speeding up the examination and improving image quality 
is possible. In addition, the abnormal findings and possible differential diagnoses that 
artificial intelligence will prepare for the radiologist before the report improves the quality of 
diagnosis [2]. These also lead to an increase in productivity. Radiology doctors visually 
evaluate radiology images and try to characterize the images by detecting abnormal findings. 
In this way, they diagnose diseases by reporting their findings [3]. The success of the 
radiologist depends on his/her training and long years of experience. While the weight and 
importance of imaging devices in diagnosing and treating diseases in the modern medical 
approach are increasing daily, the expectation of faster and more precise results is also 
increasing [4]. It is seen that the number of radiological examinations all over the world 

continues to increase disproportionately when compared with the number of available 
radiologists.

Automated segmentation and classification of brain tumors is becoming a popular research 
area due to advances in medical imaging technologies, artificial intelligence, and deep 
learning [5]. While traditional approaches may work well for one dataset, they may need to be 
revised for another as the right features need to be extracted [6]. Convolution filters, available 
in deep learning architectures for every data format, eliminate the need for manual feature 
extraction [7].

Artificial intelligence models have been widely used in the literature for brain tumor 
diagnosis. Arı et al. [8] segmented MRI images in the preprocessing stage and classified the 
features obtained from these regions. They achieved a classification success of 83.39% in 
experimental studies. Bulut et al. [9] proposed a model based on the segmentation of MRI 
images for brain tumor detection. In experimental studies, they detected brain tumors with 
87% accuracy with Markov random field method. Mohsen et al. [10] proposed a new method 
to classify brain tumors using deep learning methods and Discrete Wavelet Transform (DWT) 
model. They obtained 93.94% accuracy with this model in experimental studies.

In this study, a deep learning model was developed for brain tumor diagnosis. The developed 
DenseNet121 model was tested using 7022 MRI images belonging to 4 classes: glioma, 
meningioma, no-tumor, and pituitary. Experimental results showed that the developed 
DenseNet121 model has 94.51% accuracy in brain tumor detection.

2.MATERIAL AND METHOD

This study used a public dataset of MRI images with and without tumors [11]. The dataset 

consists of 7022 MRI images labeled glioma, meningioma, tumor-free, and pituitary. An 

example of the dataset is shown in Fig.1.

Figure 1. An example of the dataset
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Fig. 2 shows the class distributions in the used dataset.

Figure 2. Class distributions in the dataset used

As seen in Fig. 2, 28.1% of the images in the used dataset belong to the non-tumor, 25.3% to 

pituitary, 23.5% to meningioma, and 23.1% to glioma classes.

The structure of the developed DenseNet121 model is shown in the Fig. 3.

Figure 3. The structure of the developed DenseNet121 model

DenseNet architecture is an enhanced ResNet architecture in which each layer is heavily 

connected to the other layers [12]. The advantage of DenseNet121 is that each layer can 

receive feature maps from the layers preceding it. In this way, layers can pass on their 

feature maps to subsequent layers [13].

3. THE EXPERIMENTAL RESULTS

The dataset was split into 80% for train and 20% for test. The train data was split into 90% 

for training and %10 for validation. The validation data were used in test runs to optimize

the model parameters. Grid search was used for hyper parameter tuning. The train data 

consists of 5712 images and the test dataset consists of 1311 images.

The training dataset includes 1457 pituitary, 1595 no-tumor, 1339 meningioma and 1321 

glioma images. The testing dataset includes 300 pituitary, 405 no-tumor, 306 meningioma 

and 300 glioma images. Table 1 shows the confusion matrix for the developed DenseNet121 

model.

Table 1. Confusion matrix for the developed DenseNet121 model

Real values

Pr
ed

ic
te

d 
va

lu
es

Pituitary (0) No-tumor (1) Meningioma (2) Glioma (3)

Pituitary (0) 286 8 6 7

No-tumor (1) 2 382 5 2

Meningioma (2) 5 6 284 4

Glioma (3) 7 9 11 287

Table 2 shows the experimental results for each class and overall results.

Table 2. The experimental results for each class and overall results

Classes Accuracy Precision Recall F-score

Pituitary 95.33% 93.15% 95.33% 94.22%

No-tumor 94.32% 97.69% 94.32% 95.97%

Meningioma 92.81% 94.98% 92.81% 93.88%

Glioma 95.66% 91.40% 95.66% 93.48%

Overall results 94.51% 94.30% 94.53% 94.38%

As seen in the table, the developed DenseNet121 model had 94.51% accuracy, 94.30% 

precision, 94.53% recall and 94.38% F-score in brain tumor detection.

The accuracy/loss graphs of the DenseNet121 model are shown in the Fig. 4.
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Pituitary (0) 286 8 6 7

No-tumor (1) 2 382 5 2

Meningioma (2) 5 6 284 4

Glioma (3) 7 9 11 287

Table 2 shows the experimental results for each class and overall results.

Table 2. The experimental results for each class and overall results

Classes Accuracy Precision Recall F-score

Pituitary 95.33% 93.15% 95.33% 94.22%

No-tumor 94.32% 97.69% 94.32% 95.97%

Meningioma 92.81% 94.98% 92.81% 93.88%

Glioma 95.66% 91.40% 95.66% 93.48%

Overall results 94.51% 94.30% 94.53% 94.38%

As seen in the table, the developed DenseNet121 model had 94.51% accuracy, 94.30% 

precision, 94.53% recall and 94.38% F-score in brain tumor detection.

The accuracy/loss graphs of the DenseNet121 model are shown in the Fig. 4.
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Figure 4. The accuracy/loss graphs of the DenseNet121 model

4.CONCLUSIONS

Artificial intelligence is a technology that directly affects areas such as social life, medicine, 
and economy. In recent years, artificial intelligence technologies have developed considerably 
thanks to the developments in the processing capacity of computers and the accumulation of 
extensive data. Medical studies based on imaging data in radiology, pathology, and 
dermatology have increased, and the application of artificial intelligence methods in these 
fields has an important place in treating and diagnosing diseases. By examining scan images 
and other medical data, AI systems can detect signs of illness. This way, doctors can identify 
the disease early and manage the treatment process more effectively. Artificial intelligence 
systems can identify symptoms in images using deep learning algorithms. 

In this study, DenseNet121 deep learning model for brain tumor detection was developed. 
The experimental results of the developed model are evaluated using the performance 
evaluation metrics of precision, recall, accuracy, and F-score. The developed model correctly 
classified 1239 images out of 1311 images. The developed model misclassified 72 images. 
The overall accuracy of the developed model is 94.51%.
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Abstract 

People can feel hopeless, sad, and helpless at some point in their lives, and this normal 

situation can become quite dangerous over time. While many people show symptoms of 

depression in their daily lives and learn to live with them, the more critical issue of 'suicidal 

ideation' can take over. This is a very serious problem considering the worldwide suicide rate. 

Artificial intelligence methods are used in addition to traditional methods to detect and solve 

this problem. These methods can make inferences about people's psychological states by using 

the data they obtain from various internet media. Online social networks such as Twitter, 

Facebook, and Instagram, which have become very popular in recent years, provide very useful 

and large-scale information for the early detection and prevention of depression and suicidal 

thoughts. In this study, a machine learning-based text classifier was created to detect suicidal 

thoughts of depressed people and predict whether they will commit suicide or not. For this 

purpose, suicidal ideation prediction models were created using machine learning algorithms 

such as Naive Bayes (NB), Logistic Regression (LR), K-nearest Neighbors (kNN), Random 

Forest (RF), and Decision Tree (DT), and the results were compared using various metrics. 

According to the experimental results, the Logistic Regression method was the most successful 

model.

Keywords: Artificial intelligence; Suicide and depression prediction; Machine learning

1. INTRODUCTION

Suicidal ideation, anxiety and depression are some of the most common mental health disorders 
among adolescents and young adults, with just under 800,000 people dying by suicide each 
year [1,2]. Fortunately, in recent years there was growing recognition of this fact and a better 
understanding of the importance of ensuring that young people develop mental resilience from 

an early stage. Communication is at the heart of society and currently written digital 
communication is one of the most popular forms of self-expression. Social networks are used 
to detail human activities or routines, describe their emotions, mental states and desires [3].

The expanding use of social media has the potential to strengthen the early detection of mental 
health disorders. Since data collected through social media is digital, it has the ability to further 
accelerate mental health analysis. While previous studies have shown that even short texts on 
Twitter can provide some insights into the relationship between language and mental health 
conditions, longer-form content is currently being explored to gain more insight [4].

Prevention and early detection of mental health illnesses with tools that complement traditional 
medical approaches have the ability to reduce the shortage of mental health facilities by 
improving different types of counseling or support to those in need, such as connecting a 
depressed person to resources or peer support when they need it most [5].

In online social networks, posts are shared from which we can obtain many clues about people's 
mental health. This data can be analyzed with natural language processing and machine 
learning methods to determine whether a person is depressed or suicidal. In this study, NB, LR, 
kNN, RF, and DT machine learning methods were used to detect suicide in online social 
networks. As a result of comparisons using various success metrics, the LR model achieved the 
highest success.

2. MATERIAL AND METHOD

In this study, suicide detection was performed using machine learning methods using data 
obtained from Reddit, a social network platform.

2.1. CLASSIFICATION METHODS USED

The machine learning methods used in this study are briefly described below.

NB: This effective classification method aims to determine the class of data presented to the
system by a series of calculations defined according to probability principles. In NB 
classification, the system is presented with a certain amount of trained data. Of course, the more 
the number of trained data, the more precise it can be to determine the true category of the test 
data. NB classification method has many applications [6].

LR: This model is an important technique in the field of machine learning. It is a data analysis 
technique that uses mathematics to find relationships between two variables. Logistic 
regression then uses this relationship to predict the value of one of these factors based on the 
other. The prediction usually has a limited number of outcomes, such as yes or no. They can 
use this information for predictive analysis to reduce operational costs, improve efficiency and 
scale faster [7].

RF: It is a widely used machine learning algorithm that combines the output of a decision tree 
to arrive at a single conclusion. Its ease of use and flexibility has accelerated its adoption as it 
addresses both classification and regression problems. While decision trees are common 
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ideation' can take over. This is a very serious problem considering the worldwide suicide rate. 

Artificial intelligence methods are used in addition to traditional methods to detect and solve 
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the data they obtain from various internet media. Online social networks such as Twitter, 

Facebook, and Instagram, which have become very popular in recent years, provide very useful 
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1. INTRODUCTION

Suicidal ideation, anxiety and depression are some of the most common mental health disorders 
among adolescents and young adults, with just under 800,000 people dying by suicide each 
year [1,2]. Fortunately, in recent years there was growing recognition of this fact and a better 
understanding of the importance of ensuring that young people develop mental resilience from 

an early stage. Communication is at the heart of society and currently written digital 
communication is one of the most popular forms of self-expression. Social networks are used 
to detail human activities or routines, describe their emotions, mental states and desires [3].

The expanding use of social media has the potential to strengthen the early detection of mental 
health disorders. Since data collected through social media is digital, it has the ability to further 
accelerate mental health analysis. While previous studies have shown that even short texts on 
Twitter can provide some insights into the relationship between language and mental health 
conditions, longer-form content is currently being explored to gain more insight [4].

Prevention and early detection of mental health illnesses with tools that complement traditional 
medical approaches have the ability to reduce the shortage of mental health facilities by 
improving different types of counseling or support to those in need, such as connecting a 
depressed person to resources or peer support when they need it most [5].

In online social networks, posts are shared from which we can obtain many clues about people's 
mental health. This data can be analyzed with natural language processing and machine 
learning methods to determine whether a person is depressed or suicidal. In this study, NB, LR, 
kNN, RF, and DT machine learning methods were used to detect suicide in online social 
networks. As a result of comparisons using various success metrics, the LR model achieved the 
highest success.

2. MATERIAL AND METHOD

In this study, suicide detection was performed using machine learning methods using data 
obtained from Reddit, a social network platform.

2.1. CLASSIFICATION METHODS USED

The machine learning methods used in this study are briefly described below.

NB: This effective classification method aims to determine the class of data presented to the
system by a series of calculations defined according to probability principles. In NB 
classification, the system is presented with a certain amount of trained data. Of course, the more 
the number of trained data, the more precise it can be to determine the true category of the test 
data. NB classification method has many applications [6].

LR: This model is an important technique in the field of machine learning. It is a data analysis 
technique that uses mathematics to find relationships between two variables. Logistic 
regression then uses this relationship to predict the value of one of these factors based on the 
other. The prediction usually has a limited number of outcomes, such as yes or no. They can 
use this information for predictive analysis to reduce operational costs, improve efficiency and 
scale faster [7].

RF: It is a widely used machine learning algorithm that combines the output of a decision tree 
to arrive at a single conclusion. Its ease of use and flexibility has accelerated its adoption as it 
addresses both classification and regression problems. While decision trees are common 
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supervised learning algorithms, they can be prone to problems such as bias and overfitting. 
However, when multiple decision trees form an ensemble in a random forest algorithm, they 
predict more accurate results, especially when individual trees are uncorrelated [8].

DT: This efficient method is widely used in operations research, especially in decision analysis 
[9], to help identify a strategy that is most likely to achieve a goal, but it is also a popular tool 
in machine learning. A decision tree is a decision support hierarchical model that uses a tree-
like decision model and its possible outcomes, including chance event outcomes, resource costs 
and utility. It is a way of visualizing an algorithm that contains only conditional control 
statements [10].

k-NN: This method is a non-parametric, supervised learning classifier that uses proximity to
make classifications or predictions about the grouping of an individual data point. Although it
can be used for both regression and classification problems, it is typically used as a
classification algorithm that works on the assumption that similar points can be found close to
each other [11].

2.2. DATASET

This dataset is a dataset that can be used to detect suicide and depression in a text. The dataset 
is a collection of posts from the "SuicideWatch" and "depression" subreddits of the Reddit 
platform. In order to detect suicidal ideation, a text classifier was created to determine whether 
a person would commit suicide or not. Our dataset consists of 232,074 rows of data in total. 
The dataset is divided into training and test dataset, with 40% as test dataset and the remaining 
60% as training dataset. The dataset has two column numbers, 'text' and 'class'.

Resim 1 : ‘text’ ve ‘class’ iki sütun sayısı

2.3.APLICATION STEPS OF SUICIDE DETECTION

This section describes the stages of the suicide detection model.

2.3.1. TEXT PRE-PREPROCESSING

Generally, unstructured data needs to be processed. In order to extract meaning from 
unstructured data, the following operations were performed to make the data processable.

 Tokenization: It is the process of dividing the text into arrays by fragmenting it in the
desired way.

 Removing Stop Words: It is the process of removing words in the text that do not make
any change in the meaning.

 Removing punctuation and digits: It includes the removal of punctuation marks and
numbers in the text.

 Normalization: It is the process of eliminating the uppercase and lowercase distinction
in the text.

 Stemming: It is the process of recording the word roots by discarding the affixes in the
words in the text [12

2.3.2. VECTORIZATION OF DATA

In this step, the features obtained after the text preprocessing step are expressed in vector 
form.

2.3.3.FEATURE SCALING

It is a method that enables to analyze the values of two different features/variables in the data 
set in the most accurate way.

2.4. EXPERIMENTAL RESULTS

In this study, DT, NB, LR, kNN, and RF models are compared practically using accuracy, 
precision, recall, and F-score metrics. 

Table 1 shows the confusion matrix for DT.

Table 1. The confusion matrix of DT
Actual values

Pr
ed

ic
te

d 
va

lu
es

Suicide Non-Suicide

Suicide 2564 566

Non-
Suicide 530 2529

As shown in Table 1, DT correctly classified 5093 tweets and incorrectly classified 

1096 tweets. For DT, TP is 2564, FP is 566, FN is 530 and TN is 2529.

Table 2 shows the confusion matrix for NB.

Table 2. The confusion matrix of NB
Actual values

Pr
ed

ic
te

d 
va

lu
es

Suicide Non-Suicide

Suicide 2893 202

Non-
Suicide 565 2529
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supervised learning algorithms, they can be prone to problems such as bias and overfitting. 
However, when multiple decision trees form an ensemble in a random forest algorithm, they 
predict more accurate results, especially when individual trees are uncorrelated [8].

DT: This efficient method is widely used in operations research, especially in decision analysis 
[9], to help identify a strategy that is most likely to achieve a goal, but it is also a popular tool 
in machine learning. A decision tree is a decision support hierarchical model that uses a tree-
like decision model and its possible outcomes, including chance event outcomes, resource costs 
and utility. It is a way of visualizing an algorithm that contains only conditional control 
statements [10].

k-NN: This method is a non-parametric, supervised learning classifier that uses proximity to
make classifications or predictions about the grouping of an individual data point. Although it
can be used for both regression and classification problems, it is typically used as a
classification algorithm that works on the assumption that similar points can be found close to
each other [11].

2.2. DATASET

This dataset is a dataset that can be used to detect suicide and depression in a text. The dataset 
is a collection of posts from the "SuicideWatch" and "depression" subreddits of the Reddit 
platform. In order to detect suicidal ideation, a text classifier was created to determine whether 
a person would commit suicide or not. Our dataset consists of 232,074 rows of data in total. 
The dataset is divided into training and test dataset, with 40% as test dataset and the remaining 
60% as training dataset. The dataset has two column numbers, 'text' and 'class'.

Resim 1 : ‘text’ ve ‘class’ iki sütun sayısı

2.3.APLICATION STEPS OF SUICIDE DETECTION

This section describes the stages of the suicide detection model.

2.3.1. TEXT PRE-PREPROCESSING

Generally, unstructured data needs to be processed. In order to extract meaning from 
unstructured data, the following operations were performed to make the data processable.

 Tokenization: It is the process of dividing the text into arrays by fragmenting it in the
desired way.

 Removing Stop Words: It is the process of removing words in the text that do not make
any change in the meaning.

 Removing punctuation and digits: It includes the removal of punctuation marks and
numbers in the text.

 Normalization: It is the process of eliminating the uppercase and lowercase distinction
in the text.

 Stemming: It is the process of recording the word roots by discarding the affixes in the
words in the text [12

2.3.2. VECTORIZATION OF DATA

In this step, the features obtained after the text preprocessing step are expressed in vector 
form.

2.3.3.FEATURE SCALING

It is a method that enables to analyze the values of two different features/variables in the data 
set in the most accurate way.

2.4. EXPERIMENTAL RESULTS

In this study, DT, NB, LR, kNN, and RF models are compared practically using accuracy, 
precision, recall, and F-score metrics. 

Table 1 shows the confusion matrix for DT.

Table 1. The confusion matrix of DT
Actual values

Pr
ed

ic
te

d 
va

lu
es

Suicide Non-Suicide

Suicide 2564 566

Non-
Suicide 530 2529

As shown in Table 1, DT correctly classified 5093 tweets and incorrectly classified 

1096 tweets. For DT, TP is 2564, FP is 566, FN is 530 and TN is 2529.

Table 2 shows the confusion matrix for NB.

Table 2. The confusion matrix of NB
Actual values

Pr
ed

ic
te

d 
va

lu
es

Suicide Non-Suicide

Suicide 2893 202

Non-
Suicide 565 2529
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As shown in Table 2, NB correctly classified 5422 tweets and incorrectly classified 767

tweets. For NB, TP is 2893, FP is 202, FN is 565 and TN is 2529.

Table 3 shows the confusion matrix for LR.

Table 3. The confusion matrix of LR
Actual values

Pr
ed

ic
te

d 
va

lu
es

Suicide Non-Suicide

Suicide 2721 374

Non-
Suicide 295 2799

As shown in Table 3, LR correctly classified 5520 tweets and incorrectly classified 669

tweets. For DT, TP is 2721, FP is 374, FN is 295, and TN is 2799.

 Table 4 shows the confusion matrix for k-NN.

Table 4. The confusion matrix of kNN
Actual values

Pr
ed

ic
te

d 
va

lu
es Suicide Non-Suicide

Suicide 921 2174

Non-
Suicide 564 2530

As shown in Table 4, kNN correctly classified 3451 tweets and incorrectly classified 

2738 tweets. For DT, TP is 921, FP is 2174, FN is 564 and TN is 2530.

Table 5 presents the confusion matrix for RF.

Table 5. The confusion matrix of RF
Actual values

Pr
ed

ic
te

d 
va

lu
es

Suicide Non-Suicide

Suicide 2747 348

Non-
Suicide 361 2733

As shown in Table 5, RF correctly classified 5480 tweets and incorrectly classified 709

tweets. For RF, TP is 2747, FP is 348, FN is 361 and TN is 2733.

Table 6 shows the comparative results of all methods according to the metrics.

Table 6. Comparative results of the methods

Algorithm Accuracy Precision Recall F-Score
DT 0.83 0.82 0.83 0.82
NB 0.90 0.93 0.82 0.87
LR 0.92 0.88 0.90 0.89
kNN 0.56 0.54 0.82 0.65
RF 0.89 0.89 0.88 0.89

According to the results in Table 6, the LR method got the best result in Accuracy, 

Recall, and F-Score metrics. In the Precision metric, the NB method received the highest score.

3. CONCLUSIONS

Mental health problems are increasing worldwide. Psychological disorders, which have 

become a social health problem, have various consequences. As a result of depression, which 

is one of the most important of these disorders, people can commit suicide. Suicidal behavior, 

which is the voluntary ending of one's life, is a state of aggression directed against one's self -

the turning of anger inward - a state of aggression. This phenomenon is seen as a symptom of 

a serious emotional and communicative problem. In addition to the traditional detection of 

suicidal tendencies, today, suicidal tendencies can be detected from the posts of people on 

social networks in advance and contribute to taking the necessary measures.

In this study, machine learning-based models were used to detect whether depressed 

people would commit suicide from their posts on social networks and these models were 

compared. As a result of the comparisons, the LR model was the most successful model.
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As shown in Table 2, NB correctly classified 5422 tweets and incorrectly classified 767

tweets. For NB, TP is 2893, FP is 202, FN is 565 and TN is 2529.

Table 3 shows the confusion matrix for LR.

Table 3. The confusion matrix of LR
Actual values

Pr
ed

ic
te

d 
va

lu
es

Suicide Non-Suicide

Suicide 2721 374

Non-
Suicide 295 2799

As shown in Table 3, LR correctly classified 5520 tweets and incorrectly classified 669

tweets. For DT, TP is 2721, FP is 374, FN is 295, and TN is 2799.

 Table 4 shows the confusion matrix for k-NN.

Table 4. The confusion matrix of kNN
Actual values

Pr
ed

ic
te

d 
va

lu
es Suicide Non-Suicide

Suicide 921 2174

Non-
Suicide 564 2530

As shown in Table 4, kNN correctly classified 3451 tweets and incorrectly classified 

2738 tweets. For DT, TP is 921, FP is 2174, FN is 564 and TN is 2530.

Table 5 presents the confusion matrix for RF.

Table 5. The confusion matrix of RF
Actual values

Pr
ed

ic
te

d 
va

lu
es

Suicide Non-Suicide

Suicide 2747 348

Non-
Suicide 361 2733

As shown in Table 5, RF correctly classified 5480 tweets and incorrectly classified 709

tweets. For RF, TP is 2747, FP is 348, FN is 361 and TN is 2733.

Table 6 shows the comparative results of all methods according to the metrics.

Table 6. Comparative results of the methods

Algorithm Accuracy Precision Recall F-Score
DT 0.83 0.82 0.83 0.82
NB 0.90 0.93 0.82 0.87
LR 0.92 0.88 0.90 0.89
kNN 0.56 0.54 0.82 0.65
RF 0.89 0.89 0.88 0.89

According to the results in Table 6, the LR method got the best result in Accuracy, 

Recall, and F-Score metrics. In the Precision metric, the NB method received the highest score.

3. CONCLUSIONS

Mental health problems are increasing worldwide. Psychological disorders, which have 

become a social health problem, have various consequences. As a result of depression, which 

is one of the most important of these disorders, people can commit suicide. Suicidal behavior, 

which is the voluntary ending of one's life, is a state of aggression directed against one's self -

the turning of anger inward - a state of aggression. This phenomenon is seen as a symptom of 

a serious emotional and communicative problem. In addition to the traditional detection of 

suicidal tendencies, today, suicidal tendencies can be detected from the posts of people on 

social networks in advance and contribute to taking the necessary measures.

In this study, machine learning-based models were used to detect whether depressed 

people would commit suicide from their posts on social networks and these models were 

compared. As a result of the comparisons, the LR model was the most successful model.
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Abstract  

Around 1950 was develeopted  the theory of automata and the theory of formal 
languages. This  topics are closely related and form a distinct part of what is described as 
“computer science.”  Studing these , the researchers had to use  mathematical concepts, 
theorems, algebraic methods, verification supported in logic[3]. There are a connections 
between Pisot numbers and formal languages. In this articles we are describes some  of this 
conection. Finite automata are important for software and hardware[6]. The central concepts 
of Automata theory the notions of an automaton and of a set recognized by an automaton. The 
sets in question are subsets of a free monoid    where     is a finite alphabet,   
            , where   is a Pisot number . The number     is called a Pisot number if all 
its algebraic conjugates satisfy        . Thus we shall be dealing with sets of words in a 
finite alphabet. Take  the space of infinite or bi-infinite sequences of letters by alphabet,  , 
sequences (strings) find their aplications in symbolic dynamics, linguistics data-transmissions 
and storage and  computer science[10] . Some property of pisot of degree four  I going to give 
at the end of this talk.. 

Keywords: Automata theory, Beta-integer, Alphabet, Pisot number, algebraic number. 
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1.INTRODUCTION 

Around 1950 was develeopted  the theory of Automata and the Theory of formal languages. 
This  topics are closely related and form a distinct part of what is described as “computer 
science.”  Studing these , the researchers had to use  mathematical concepts, theorems, 
algebraic methods, verification supported in logic[3]. An automaton is an abstract model of a 
digital computer. An automaton has a mechanism to read input, which is a string over a given 
alphabet. The central concepts of Automata theory the notions of an automaton and of a set 
recognized by an automaton. The sets in question are subsets of a free monoid        where    
is a finite alphabet              where     [1]. In this talk we take               
where β be a Pisot number. Thus we shall be dealing with sets of words in a finite alphabet. 
Take  the space of infinite or bi-infinite sequences of letters by alphabet , sequences (strings) 
find their aplications in symbolic dynamics, linguistics data-transmissions and storage and  
computer science[11].    Denote the free monoid over alphabet   , the set of all fine strings 
of symbols chosen from   and operation of concatenation so 
                                        where   is emty string. A formal language is 
any subset of         . Take          languages. We take                          , 
         and          for    . 

Define  the Kleene closure of a language[1]  

      
   

 

A regular sentences  over an alphabet Σ is a languages-a finite expression using the alphabet Σ 
together with + (to denote union), * (to denote Kleene closure),   (to denote the empty string), 
Ф (to denote the empty set), and parentheses for grouping[10]. For example, the regular 
expression                  denotes the set of all strings over  alphabet take by us  
             , containing no two consecutive 0's. If a language can be represented by a 
regular sentences , it is said to be regular. 

2. SOME BAZIC NOTANION 

2.1. A deterministic finite automaton DFA 

Definition 1[4]. A deterministic finite  accepter defined by the quintuple                

Where      is a finite set of internal states,    is a finite set of symbols called the input 
alphabet,               is a total function called the transition function ,       is the 
initial state,     is a set of final states. 

A deterministic automata is one in which each move (transition from one state to another) is 
unequally determined by the current configuration. If the internal state, input and contents of 
the storage are known, it is possible to predict the future behaviour of the automaton. This is 
said to be deterministic automata otherwise it is nondeterminist automata[7]. 
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Examples 1. Draw a DFA for the language accepting strings ending with ‘012’ over input 

alphabets Σ = {0, 1, 2} 

DFA is shown in Figure 1. 

 

Figure 1. DFA over alphabet           

Where              are the defined states. 0, 1, and 2 are valid symbols. Each state has a 
transition defined for 0, 1, and 2.    is the final state.  

2.2 Non-Deterministic Finite Automata . 

Non-Deterministic Finite Automata (NDFA / NFA) is an automata in which for some current 
state and input symbol, there exists more than one next output states[9].. It is also known as 
Non-Deterministic Finite Accepter (NFA). 

Definition 2[10,11]. A nondeterministic finite automaton is a quintuple                
,where      is a finite set of states,    is a finite set of symbols called alphabet,           
       is a total function called the transition function ,       is a distinguished  state 
known as the start state,     is a set of final states. 

Examples 2. Transition Table for Non-Deterministic Finite Automata 

 

Figure 2 . NDFA         
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States\ alphabets   0 1 
      -    
   -            
   - - - 

 

Definition 3 . Two finite accepters,    and   , are said to be equivalent if that is, if they 
both accept the same language              

When we compare different classes of automata, the question invariably arises whether one 
class is more powerful than the other. That  mean that an automaton of one kind can achieve 
something that cannot be done by any automaton of the other kind [7]. 
Examples 3. Let                      . NDFA that accepts  , DFA that accepts   

 

Figure 3. NDFA to DFA 

Theorem 1. Every non deterministic finite automaton (NDFA) has an equivalent 
deterministic finite automaton (DFA). 

We ilustrated  the thorem given the example 4 below. 

Examples 4. Transform the following NDFA ; over            into an equivalent DFA. 
Figure 4. 

Both DFA and NDFA are exactly same in power. For any regular language, both DFA and 
NDFA can be constructed. There exists an equivalent DFA corresponding to every NDFA. 
Every NDFA can be converted into its equivalent DFA. There exists no NDFA that can not be 
converted into its equivalent DFA[9]. Every DFA is a NDFA but every NDFA is not a DFA. 
The transitino function of a DFA as a function from       to singleton sets of alphabet 
elements, the family of DFAs may be considered to be a subset of the family of NDFAs. 
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Figure 4. NDFA to DFA 

3. PISOT NUMBERS 

Definition 4[5]. A number   is an algebraic integer if it is the root of a monic integer 
polynomial. There is a unique monic integer polynomial       called the minimal polynomial, 
for which   is a root and the degree of      is minimal. 

                            
                  ,       
 
      

   ,  root of polynomial,                
 
Definition 5[6,8]. If   is an algebraic integer, and      is its minimal polynomial, then we 
say that all of the other roots of      are the conjugates of  .  
 

Definition 6. A Pisot number   satisfies the following conditions: 
 

    is an algebraic integer 
      
 all of  ’s conjugates            (where   is the degree of the minimal polynomial 

of   ) are strictly less than 1 in modulus,                   
 
Definition 7. A Salem number   is a real algebraic integer     such that all of  ’s 
conjugates are less than or equal to 1 in modulus, and at least one conjugate is equal to 1 in 
modulus. 
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Examples 5. 

 

 

The Pisot number 1. 3803… and the         The Salem number 1.2806…., and the                
Other roots of           other roots of                
 

      minmum field containing the rational numbers    and Pisot  . The properties of     
expansions are strongly releted to symbolic dynamic. The closure of a set of infinite 
sequences, appearing as    expansions is called a    shift. It is a symbolic dynamical 
system that is closed shift-invariant subset of   

 .    shift is finite iff            for some 
 , and it is sofic iff the orbit          is finite.[4] 

A greedy expansions in base   of a positive  real number   is in form 

         
 

    
 

With                    and greedy condition 

         
      

      

For all        

          is the fractional part of    denote by     .   And                 is the integer 
part of    denote by    . The digit    obtained by greedy algorithm are integer from the set  
              if   is an integer or the set               if   is not  an integer[8,6]. 
This expansion for            is produced by iterating the beta transform : 

                           :       –               where                         

Let                                    be an expansion of    defined by the  algorithm 
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                         ,                ,       with       ,   where      denoted the 
maximal integer not exceeding       This expansion is achived as a trajectory of e     (1)  
(                            is called      expansion of  1. Parry  has shown that a 
sequence            of non negative integers give  a    expansion of pozitiv real number 
iff satisfies lexicographical condition:[8]       

                 (                 

with                     
 β                         β                   

                                            β             
  

where the string of simbols   ,    is a periodic expansions  ,     and   is the shift 
defined by  

                      so the sequence             is called admissible. 

Root of                             , is a pisot numbers of degree 4.          .  

                                      

To get an expansion of    in base    , we need to compare that with expansion of 1. To check 
that  this is corect we can use the thory of automaton . Studing  finite automata as acceptors of 
infinite words goes to Bűchi. The first question we address in this work is the one of the 
recognizability by a finite Bűchi automaton of the set of infinite  -representations of 0 when 
β is a real number and the digits are integer. The set of infinite  -representations of 0 on the 
alphabet                   integer, is denoted                                      . In 
their work Ch. Frougny and J. Sakarovitch, [Number representation and finite automata, 
Chapter 2 in Combinatorics, Automata and Number Theory, C.U.P., 2010] we get this 
thorem.  

Theorem 2[9,10]. Let    . The following conditions are equivalent:  

    1. the set      is recognizable by a finite Bűchi automaton for every integer   , 

    2. the set      is recognizable by a finite Bűchi automaton for every integer          , 

    3.   is a Pisot number. 

4.CONCLUSIONS 

There is a lot of research on formal languages and number theory. their connection constitutes 
a new field of research that is growing to enrich both of these fields. Since number theory 
deals with the properties of integers, and formal language theory deals with the properties of 
strings[2]. At the intersection lies  (a) the study of the properties of integers based on 
their representation for example, representation in base k; and (b) the study of the properties 
of strings of digits based on the integers they represent. 
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Abstract 

Limit-point/Limit-circle theory, first developed by Herman Weyl in the early 1900s, has 

become increasingly important in solving various singular second-order Sturm-Liouville 

problems. In this study, the singular beta Sturm-Liouville operator defined as

𝛺𝛺(𝑦𝑦) = −𝑇𝑇𝛽𝛽(𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑦𝑦(𝑡𝑡) + 𝑔𝑔(𝑡𝑡)𝑦𝑦(𝑡𝑡)   𝑜𝑜𝑜𝑜 [0, ∞)
is considered where  f(t) and  g(t) real valued functions. In this context, first of all, the basic 

concepts of beta calculus are given. Later, a criterion will be obtained for Weyl's limit circle 

case of the Beta-Sturm-Liouville operators.

Keywords: Limit-circle case criterion, beta Sturm-Liouville operator.

1. INTRODUCTION

Fractional calculations, which emerged towards the end of the 17th century, have been 

the research subject since then. Particularly in the case of continuity, studies on fractional 

analysis gained more importance towards the end of the 19. century. Fractional differential 

equations, which is a sub-field of differential equations, has started to be used frequently in 

many fields today with the development of technology. Fractional differential equations are 

used in many applications such as viscoelasticity, electroanalytical chemistry, control theory 

and physics problems, engineering sciences in particular, genetics, medicine, biology, geology, 

economics, statistics, pharmacy, psychology, etc.

In 2014, Khalil et al. [1] gave a new definition of the conformable fractional derivative 

and conformable fractional integral. Abdeljawad [2] defined right and left conformable 

fractional derivatives, fractional chain rule and higher-order fractional integrals. Later, 

Atangana et al. beta derivative has been described ([3],[4]). Although these definitions are not 

exactly fractional derivatives, they have attracted the attention of researchers because they are 

an extension of ordinary derivatives. In [5], the authors examined the space-time generalized 
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1. INTRODUCTION

Fractional calculations, which emerged towards the end of the 17th century, have been 

the research subject since then. Particularly in the case of continuity, studies on fractional 

analysis gained more importance towards the end of the 19. century. Fractional differential 

equations, which is a sub-field of differential equations, has started to be used frequently in 

many fields today with the development of technology. Fractional differential equations are 

used in many applications such as viscoelasticity, electroanalytical chemistry, control theory 

and physics problems, engineering sciences in particular, genetics, medicine, biology, geology, 

economics, statistics, pharmacy, psychology, etc.

In 2014, Khalil et al. [1] gave a new definition of the conformable fractional derivative 

and conformable fractional integral. Abdeljawad [2] defined right and left conformable 

fractional derivatives, fractional chain rule and higher-order fractional integrals. Later, 

Atangana et al. beta derivative has been described ([3],[4]). Although these definitions are not 

exactly fractional derivatives, they have attracted the attention of researchers because they are 

an extension of ordinary derivatives. In [5], the authors examined the space-time generalized 
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nonlinear Schrödinger equation including the beta derivative. Fadhal et al. ([6]) examined the 

nonlinear Sasa-Satsuma equation with a beta derivative.

Limit-Point and Limit-Circle theory was first developed by Herman Weyl in 1910 [7].

Wely showed that the solution of the differential equation established with a second-order 

singular symmetric operator is square integrable. Thus, differential operators are divided into 

two groups those in the limit circle state and those in the limit point state. While all solutions 

of linearly independent solutions of differential operators in the limit circle case are 

quadratically integrable, only one of the linearly independent solutions for those in the limit 

point situation is quadratically integrable. After from Weyl, Titchmarsh studied some properties 

of m-functions known as Titchmarsh-Weyl functions [8]. Thus, with the help of the Titchmarsh-

Weyl function, spectral function, boundary value operators, scattering function, and 

characteristic function can be established. Since then, such methods have become increasingly 

important thanks to their accurate estimates of the for of the potential in applications, which 

can easily provide basic information about solving a wide variety of singular quadratic Sturm-

Liouville problems. Since then, such methods have become more important in solving singular 

second-order Sturm-Liouville problems, thanks to their accurate predictions. When the 

literature is examined, it is seen that there are studies on limit-point and limit-circle states of 

differential equations [9], [10], [11], [12], [13], [14] .

Allahverdiev et al. [15], in their study, examined the criteria in which the fractional 

conformable singular Sturm-Liouville equation is of the limit-circle case. In [16] Chen and Shi 

gave certain constrained conditions regarding the limit circle and limit point criteria of second-

order linear difference equations. In [17] Anderson investigated the problem of determining 

sufficient conditions for L to be of the limit point type or the limit circle type for certain classes 

of L singular symmetric differential operators of order 2n.

In this article, we give some criteria for the Beta-Sturm-Liouville operator in the limit-

circle state, and we use the machinery and methods in [18, 19] to prove our results.

2. PRELIMINARIES

Definition 1: ([3],[5]) Let β be a positive number with  0<β<1 A function  𝑓𝑓: [0,∞) → ℝ ≔
(−∞,∞) the β derivative of of  f(t) of order  β is given by

𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡) = lim
𝜀𝜀→0

𝑓𝑓(𝑡𝑡+𝜀𝜀(𝑡𝑡+ 1
𝛤𝛤(𝛽𝛽))

1−𝛽𝛽
)−𝑓𝑓(𝑡𝑡)

𝜀𝜀 (1)

and (𝑇𝑇𝛽𝛽𝑓𝑓)(𝑡𝑡) = 𝑑𝑑𝛽𝛽𝑓𝑓(𝑡𝑡)
𝑑𝑑𝑑𝑑𝛽𝛽 .

Definition 2: Let 𝑓𝑓: [𝑎𝑎, ∞) → ℝ is given function, then we propose that the beta-integral of  

f is:

𝐼𝐼𝛽𝛽(𝑓𝑓(𝑡𝑡)) = ∫ (𝑥𝑥 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑𝑡𝑡
𝑎𝑎𝑎𝑎   (2)

where 0 < β ≤ 1 and ( 𝑇𝑇𝛽𝛽𝑓𝑓)(𝑡𝑡)𝑏𝑏 = lim
𝑡𝑡→𝑏𝑏−( 𝑇𝑇𝛽𝛽𝑓𝑓)(𝑡𝑡)𝑏𝑏 .

Theorem 3: Let  f,g be  β-differentiable functions for  t>0 and 0<β≤1 Some properties are 

discussed as follows 

i. 𝑇𝑇𝛽𝛽(𝜆𝜆𝜆𝜆(𝑡𝑡) + 𝛿𝛿𝛿𝛿(𝑡𝑡)) = 𝜆𝜆𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡) + 𝛿𝛿𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡)   𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝜆𝜆, 𝛿𝛿𝛿𝛿ℝ

ii. 𝑇𝑇𝛽𝛽(𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)) = 𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡) + 𝑔𝑔(𝑡𝑡)𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡)

iii. 𝑇𝑇𝛽𝛽 (𝑓𝑓(𝑡𝑡)
𝑔𝑔(𝑡𝑡)) = 𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡)−𝑔𝑔(𝑡𝑡)𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡)

𝑔𝑔2(𝑡𝑡)

iv. 𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡) = (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

1−𝛽𝛽 𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑 .

Theorem 4: Let  𝑓𝑓, 𝑔𝑔: [0, 𝑏𝑏] → ℝ be  β-differentiable functions. Then, the following 

relation holds

∫ 𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡 = 𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)|0
𝑏𝑏

𝑏𝑏

0
− ∫ 𝑔𝑔(𝑡𝑡)𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡)

𝑏𝑏

0
𝑑𝑑𝛽𝛽𝑡𝑡.

Proof: By Theorem 3, we obtain

∫ 𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡
𝑏𝑏

0
+ ∫ 𝑔𝑔(𝑡𝑡)𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡)

𝑏𝑏

0
𝑑𝑑𝛽𝛽𝑡𝑡

= ∫ 𝑓𝑓(𝑡𝑡) (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1𝑏𝑏

0
𝑔𝑔′(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡

+ ∫ 𝑔𝑔(𝑡𝑡) (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1𝑏𝑏

0
𝑓𝑓′(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡

= 𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)|0
𝑏𝑏 − ∫ 𝑔𝑔(𝑡𝑡) (𝑡𝑡 + 1

𝛤𝛤(𝛽𝛽))
𝛽𝛽−1𝑏𝑏

0
𝑓𝑓′(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡

+ ∫ 𝑔𝑔(𝑡𝑡) (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1𝑏𝑏

0
𝑓𝑓′(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡

= 𝑓𝑓(𝑏𝑏)𝑔𝑔(𝑏𝑏) − 𝑓𝑓(0)𝑔𝑔(0).
Let 
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nonlinear Schrödinger equation including the beta derivative. Fadhal et al. ([6]) examined the 

nonlinear Sasa-Satsuma equation with a beta derivative.

Limit-Point and Limit-Circle theory was first developed by Herman Weyl in 1910 [7].

Wely showed that the solution of the differential equation established with a second-order 

singular symmetric operator is square integrable. Thus, differential operators are divided into 

two groups those in the limit circle state and those in the limit point state. While all solutions 

of linearly independent solutions of differential operators in the limit circle case are 

quadratically integrable, only one of the linearly independent solutions for those in the limit 

point situation is quadratically integrable. After from Weyl, Titchmarsh studied some properties 

of m-functions known as Titchmarsh-Weyl functions [8]. Thus, with the help of the Titchmarsh-

Weyl function, spectral function, boundary value operators, scattering function, and 

characteristic function can be established. Since then, such methods have become increasingly 

important thanks to their accurate estimates of the for of the potential in applications, which 

can easily provide basic information about solving a wide variety of singular quadratic Sturm-

Liouville problems. Since then, such methods have become more important in solving singular 

second-order Sturm-Liouville problems, thanks to their accurate predictions. When the 

literature is examined, it is seen that there are studies on limit-point and limit-circle states of 

differential equations [9], [10], [11], [12], [13], [14] .

Allahverdiev et al. [15], in their study, examined the criteria in which the fractional 

conformable singular Sturm-Liouville equation is of the limit-circle case. In [16] Chen and Shi 

gave certain constrained conditions regarding the limit circle and limit point criteria of second-

order linear difference equations. In [17] Anderson investigated the problem of determining 

sufficient conditions for L to be of the limit point type or the limit circle type for certain classes 

of L singular symmetric differential operators of order 2n.

In this article, we give some criteria for the Beta-Sturm-Liouville operator in the limit-

circle state, and we use the machinery and methods in [18, 19] to prove our results.

2. PRELIMINARIES

Definition 1: ([3],[5]) Let β be a positive number with  0<β<1 A function  𝑓𝑓: [0,∞) → ℝ ≔
(−∞,∞) the β derivative of of  f(t) of order  β is given by

𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡) = lim
𝜀𝜀→0

𝑓𝑓(𝑡𝑡+𝜀𝜀(𝑡𝑡+ 1
𝛤𝛤(𝛽𝛽))

1−𝛽𝛽
)−𝑓𝑓(𝑡𝑡)

𝜀𝜀 (1)

and (𝑇𝑇𝛽𝛽𝑓𝑓)(𝑡𝑡) = 𝑑𝑑𝛽𝛽𝑓𝑓(𝑡𝑡)
𝑑𝑑𝑑𝑑𝛽𝛽 .

Definition 2: Let 𝑓𝑓: [𝑎𝑎, ∞) → ℝ is given function, then we propose that the beta-integral of  

f is:

𝐼𝐼𝛽𝛽(𝑓𝑓(𝑡𝑡)) = ∫ (𝑥𝑥 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑𝑡𝑡
𝑎𝑎𝑎𝑎   (2)

where 0 < β ≤ 1 and ( 𝑇𝑇𝛽𝛽𝑓𝑓)(𝑡𝑡)𝑏𝑏 = lim
𝑡𝑡→𝑏𝑏−( 𝑇𝑇𝛽𝛽𝑓𝑓)(𝑡𝑡)𝑏𝑏 .

Theorem 3: Let  f,g be  β-differentiable functions for  t>0 and 0<β≤1 Some properties are 

discussed as follows 

i. 𝑇𝑇𝛽𝛽(𝜆𝜆𝜆𝜆(𝑡𝑡) + 𝛿𝛿𝛿𝛿(𝑡𝑡)) = 𝜆𝜆𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡) + 𝛿𝛿𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡)   𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝜆𝜆, 𝛿𝛿𝛿𝛿ℝ

ii. 𝑇𝑇𝛽𝛽(𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)) = 𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡) + 𝑔𝑔(𝑡𝑡)𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡)

iii. 𝑇𝑇𝛽𝛽 (𝑓𝑓(𝑡𝑡)
𝑔𝑔(𝑡𝑡)) = 𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡)−𝑔𝑔(𝑡𝑡)𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡)

𝑔𝑔2(𝑡𝑡)

iv. 𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡) = (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

1−𝛽𝛽 𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑 .

Theorem 4: Let  𝑓𝑓, 𝑔𝑔: [0, 𝑏𝑏] → ℝ be  β-differentiable functions. Then, the following 

relation holds

∫ 𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡 = 𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)|0
𝑏𝑏

𝑏𝑏

0
− ∫ 𝑔𝑔(𝑡𝑡)𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡)

𝑏𝑏

0
𝑑𝑑𝛽𝛽𝑡𝑡.

Proof: By Theorem 3, we obtain

∫ 𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑔𝑔(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡
𝑏𝑏

0
+ ∫ 𝑔𝑔(𝑡𝑡)𝑇𝑇𝛽𝛽𝑓𝑓(𝑡𝑡)

𝑏𝑏

0
𝑑𝑑𝛽𝛽𝑡𝑡

= ∫ 𝑓𝑓(𝑡𝑡) (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1𝑏𝑏

0
𝑔𝑔′(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡

+ ∫ 𝑔𝑔(𝑡𝑡) (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1𝑏𝑏

0
𝑓𝑓′(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡

= 𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)|0
𝑏𝑏 − ∫ 𝑔𝑔(𝑡𝑡) (𝑡𝑡 + 1

𝛤𝛤(𝛽𝛽))
𝛽𝛽−1𝑏𝑏

0
𝑓𝑓′(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡

+ ∫ 𝑔𝑔(𝑡𝑡) (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1𝑏𝑏

0
𝑓𝑓′(𝑡𝑡)𝑑𝑑𝛽𝛽𝑡𝑡

= 𝑓𝑓(𝑏𝑏)𝑔𝑔(𝑏𝑏) − 𝑓𝑓(0)𝑔𝑔(0).
Let 
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𝐿𝐿𝛽𝛽
2 (0, 𝑏𝑏) =

{

𝑓𝑓: (∫ |𝑓𝑓(𝑡𝑡)|2𝑑𝑑𝛽𝛽𝑡𝑡
𝑏𝑏

0
)

1 2⁄

= (∫ |𝑓𝑓(𝑡𝑡)|2 (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1
𝑑𝑑𝛽𝛽𝑡𝑡

𝑏𝑏

0
)

1 2⁄

< ∞
}

Then  𝐿𝐿𝛽𝛽
2 (0, 𝑏𝑏) is a Hilbert space endowed with the inner product

〈𝑓𝑓, 𝑔𝑔〉 = ∫ 𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)̅̅ ̅̅ ̅̅ 𝑑𝑑𝛽𝛽𝑡𝑡,  𝑓𝑓, 𝑔𝑔 ∈
𝑏𝑏

0
 𝐿𝐿𝛽𝛽

2 (0, 𝑏𝑏).

Theorem 5: Assume that    𝑓𝑓: (−∞, 𝑏𝑏] → ℝ is continuous and  0<β≤1. Then for  t<b, we 

have 

𝑇𝑇𝛽𝛽 𝐼𝐼𝛽𝛽
𝑏𝑏 = 𝑓𝑓(𝑡𝑡).

3. MAIN RESULTS

The fractional Beta-Sturm--Liouville equation is

𝛺𝛺(𝑦𝑦) = −𝑇𝑇𝛽𝛽(𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑦𝑦(𝑡𝑡) + 𝑔𝑔(𝑡𝑡)𝑦𝑦(𝑡𝑡)      𝑜𝑜𝑜𝑜 𝒥𝒥        (3)
where 𝒥𝒥 ≔ [0, 𝑏𝑏) and  0 < 𝑏𝑏 ≤ ∞ b is the singular endpoint. The coefficients f(.) and g(.)

are real-valued functions on  𝒥𝒥 and satisfy the conditions 1
𝑓𝑓(.) , 𝑔𝑔(. ) ∈ 𝐿𝐿𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙

2 ( 𝒥𝒥). Let 

𝒟𝒟 ≔ {𝑦𝑦 ∈ 𝐿𝐿𝛽𝛽
2 ( 𝒥𝒥): 𝑦𝑦, 𝑇𝑇𝛽𝛽𝑦𝑦 ∈ 𝐴𝐴𝐴𝐴𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙( 𝒥𝒥),   𝛺𝛺(𝑦𝑦) ∈   𝐿𝐿𝛽𝛽

2 ( 𝒥𝒥)},
where  𝐴𝐴𝐴𝐴𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙( 𝒥𝒥) denotes the class of complex-valued functions which are absolutely

continuous on all compact sub-intervals of  𝒥𝒥 . For  𝑧𝑧1, 𝑧𝑧2 ∈ 𝒟𝒟 we have the following Green's 

formula 

∫ 𝛺𝛺(𝑧𝑧1)(𝑡𝑡)𝑧𝑧2(𝑡𝑡)̅̅ ̅̅ ̅̅ ̅∞
0 𝑑𝑑𝛽𝛽𝑡𝑡 − ∫ 𝑧𝑧1(𝑡𝑡)𝛺𝛺(𝑧𝑧2)(𝑡𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅∞

0 𝑑𝑑𝛽𝛽𝑡𝑡 =[𝑧𝑧1, 𝑧𝑧2](∞)-[𝑧𝑧1, 𝑧𝑧2](0),  (4)

where  [𝑧𝑧1, 𝑧𝑧2](𝑡𝑡) = 𝑓𝑓(𝑡𝑡){𝑧𝑧1(𝑡𝑡)𝑇𝑇𝛽𝛽𝑧𝑧2(𝑡𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ − 𝑇𝑇𝛽𝛽𝑧𝑧1(𝑡𝑡)𝑧𝑧2(𝑡𝑡)̅̅ ̅̅ ̅̅ ̅},   𝑡𝑡 ∈ 𝒥𝒥.

Remark 6: It follows from (5) that lim
𝑡𝑡→𝑏𝑏

[𝑧𝑧1, 𝑧𝑧2](𝑡𝑡) exists and is finite for all  𝑧𝑧1, 𝑧𝑧2 ∈ 𝒟𝒟

Furthermore, we know that  Ω is limit-point at b if and only if  𝑙𝑙𝑙𝑙𝑙𝑙
𝑡𝑡→𝑏𝑏

[𝑧𝑧1, 𝑧𝑧2](𝑡𝑡) = 0 for all

𝑧𝑧1, 𝑧𝑧2 ∈ 𝒟𝒟 (see ([5])).

Theorem 7: Let the coefficients  f and g satisfy the following conditions:

i. 𝑔𝑔 ∈ 𝐶𝐶𝛽𝛽( 𝒥𝒥), 𝑇𝑇𝛽𝛽𝑓𝑓, 𝑇𝑇𝛽𝛽𝑔𝑔𝑔𝑔𝐴𝐴𝐴𝐴𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙( 𝒥𝒥) 𝑎𝑎𝑎𝑎𝑎𝑎 𝑇𝑇𝛽𝛽
2𝑓𝑓, 𝑇𝑇𝛽𝛽

2𝑔𝑔 ∈ 𝐿𝐿𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙
2 ( 𝒥𝒥),

ii. 𝑔𝑔(𝑡𝑡) < 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓(𝑡𝑡) > 0 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡 ∈ 𝒥𝒥,
iii. (−𝑓𝑓𝑓𝑓)1 2⁄ ∈ 𝐿𝐿𝛽𝛽

2 ( 𝒥𝒥),

iv. 𝑇𝑇𝛽𝛽{𝑓𝑓𝑇𝑇𝛽𝛽(𝑓𝑓𝑓𝑓)(−𝑓𝑓𝑓𝑓)1 2⁄ } ∈ 𝐿𝐿𝛽𝛽
2 ( 𝒥𝒥), (5)

then Ω is in the limit-circle case at  b.

Proof: We shall produce one pair  y,z of elements of  𝒟𝒟 such that

𝑙𝑙𝑙𝑙𝑙𝑙
𝑡𝑡→𝑏𝑏

[𝑦𝑦, 𝑧𝑧](𝑡𝑡) ≠ 0.  (6)

We take  𝑦𝑦 = 𝑧𝑧 and determine  𝑦𝑦 by

𝑦𝑦(𝑡𝑡) = {−𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)}
1
2𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖 ∫ {− 𝑔𝑔(𝜀𝜀)

𝑓𝑓(𝜀𝜀)}
1
2𝑡𝑡

0
𝑑𝑑𝛽𝛽𝜀𝜀],  (7)

where  𝑡𝑡 ∈ 𝒥𝒥. A calculation shows that

𝑇𝑇𝛽𝛽𝑦𝑦 = [𝑖𝑖(−𝑓𝑓)
1
2

𝑔𝑔
1
2

+ 1
4

𝑇𝑇𝛽𝛽(𝑓𝑓𝑓𝑓)
(−𝑓𝑓𝑓𝑓)1 2⁄ ] ∗  𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖 ∫ {− 𝑔𝑔(𝜀𝜀)

𝑓𝑓(𝜀𝜀)}
1
2𝑡𝑡

0
𝑑𝑑𝛽𝛽𝜀𝜀]

and

𝑇𝑇𝛽𝛽
2𝑦𝑦 = [−

(−𝑔𝑔)
1
2

𝑓𝑓
1
2

+ 𝑖𝑖
4

𝑇𝑇𝛽𝛽(𝑓𝑓𝑓𝑓)

𝑓𝑓
1
2(−𝑔𝑔)

1
2

− 𝑖𝑖
4

𝑇𝑇𝛽𝛽𝑓𝑓
(−𝑓𝑓𝑓𝑓)

1
2

− 3𝑖𝑖
4

(−𝑔𝑔)
1
2𝑇𝑇𝛽𝛽𝑓𝑓

𝑓𝑓
1
2

+ 1
4

𝑇𝑇𝛽𝛽
2(𝑔𝑔𝑔𝑔)

(−𝑓𝑓𝑓𝑓)
1
2

+ 5
16

{𝑇𝑇𝛽𝛽(𝑓𝑓𝑓𝑓)}2

(−𝑓𝑓𝑓𝑓)
1
2

]

∗  𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖 ∫ {− 𝑔𝑔(𝜀𝜀)
𝑓𝑓(𝜀𝜀)}

1
2𝑡𝑡

0
𝑑𝑑𝛽𝛽𝜀𝜀].

Thus we get

[𝑦𝑦, 𝑦𝑦](𝑡𝑡) = −2𝑖𝑖,        (8)
where  𝑡𝑡 ∈ 𝒥𝒥 and, with details of the calculation omitted,

𝛺𝛺[𝑦𝑦] = −𝑓𝑓𝑓𝑓𝛽𝛽
2𝑦𝑦 − 𝑇𝑇𝛽𝛽𝑓𝑓𝑓𝑓 + 𝑔𝑔𝑔𝑔 = 1

4 𝑇𝑇𝛽𝛽 {𝑓𝑓𝑓𝑓𝛽𝛽(𝑓𝑓𝑓𝑓)(−𝑓𝑓𝑓𝑓)
1
2} 𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖 ∫ {− 𝑔𝑔(𝜀𝜀)

𝑓𝑓(𝜀𝜀)}
1
2𝑡𝑡

0
𝑑𝑑𝛽𝛽𝜀𝜀].  (9)

It follows from (7) and conditions (ii) and (iii) of the Theorem that  𝑦𝑦 ∈ 𝐿𝐿𝛽𝛽
2 ( 𝒥𝒥). From (7)

and condition (i), we obtain  𝑇𝑇𝛽𝛽𝑦𝑦 ∈ 𝐴𝐴𝐴𝐴𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙( 𝒥𝒥). It follows from (9) and condition (iv) that

𝛺𝛺[𝑦𝑦] ∈ 𝐿𝐿𝛽𝛽
2 ( 𝒥𝒥) . In this way, we have  𝑦𝑦 ∈ 𝒟𝒟. From (6) and (8) it now follows that the

differential expression  𝛺𝛺[. ] is in the limit-circle case at  𝑏𝑏.

REFERENCES

1. R. Khalil, M. Al Horani, A. Yousef and M. Sababheh, A new definition of fractional

derivative, J. Comput. Appl. Math, Vol:264, 65-70, 2014.

2. T. Abdeljawad, On conformable fractional calculus, J. Comput Appl Math, Vol:279, 57-

66, 2015.

3. A. Atangana and R. T. Alqahtani, Modelling the spread of river blindness disease via the

Caputo fractional derivative and the beta-derivative, Entropy, Vol:18(2), 40, 2016,

248 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



𝐿𝐿𝛽𝛽
2 (0, 𝑏𝑏) =

{

𝑓𝑓: (∫ |𝑓𝑓(𝑡𝑡)|2𝑑𝑑𝛽𝛽𝑡𝑡
𝑏𝑏

0
)

1 2⁄

= (∫ |𝑓𝑓(𝑡𝑡)|2 (𝑡𝑡 + 1
𝛤𝛤(𝛽𝛽))

𝛽𝛽−1
𝑑𝑑𝛽𝛽𝑡𝑡

𝑏𝑏

0
)

1 2⁄

< ∞
}

Then  𝐿𝐿𝛽𝛽
2 (0, 𝑏𝑏) is a Hilbert space endowed with the inner product

〈𝑓𝑓, 𝑔𝑔〉 = ∫ 𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)̅̅ ̅̅ ̅̅ 𝑑𝑑𝛽𝛽𝑡𝑡,  𝑓𝑓, 𝑔𝑔 ∈
𝑏𝑏

0
 𝐿𝐿𝛽𝛽

2 (0, 𝑏𝑏).

Theorem 5: Assume that    𝑓𝑓: (−∞, 𝑏𝑏] → ℝ is continuous and  0<β≤1. Then for  t<b, we 

have 

𝑇𝑇𝛽𝛽 𝐼𝐼𝛽𝛽
𝑏𝑏 = 𝑓𝑓(𝑡𝑡).

3. MAIN RESULTS

The fractional Beta-Sturm--Liouville equation is

𝛺𝛺(𝑦𝑦) = −𝑇𝑇𝛽𝛽(𝑓𝑓(𝑡𝑡)𝑇𝑇𝛽𝛽𝑦𝑦(𝑡𝑡) + 𝑔𝑔(𝑡𝑡)𝑦𝑦(𝑡𝑡)      𝑜𝑜𝑜𝑜 𝒥𝒥        (3)
where 𝒥𝒥 ≔ [0, 𝑏𝑏) and  0 < 𝑏𝑏 ≤ ∞ b is the singular endpoint. The coefficients f(.) and g(.)

are real-valued functions on  𝒥𝒥 and satisfy the conditions 1
𝑓𝑓(.) , 𝑔𝑔(. ) ∈ 𝐿𝐿𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙

2 ( 𝒥𝒥). Let 

𝒟𝒟 ≔ {𝑦𝑦 ∈ 𝐿𝐿𝛽𝛽
2 ( 𝒥𝒥): 𝑦𝑦, 𝑇𝑇𝛽𝛽𝑦𝑦 ∈ 𝐴𝐴𝐴𝐴𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙( 𝒥𝒥),   𝛺𝛺(𝑦𝑦) ∈   𝐿𝐿𝛽𝛽

2 ( 𝒥𝒥)},
where  𝐴𝐴𝐴𝐴𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙( 𝒥𝒥) denotes the class of complex-valued functions which are absolutely

continuous on all compact sub-intervals of  𝒥𝒥 . For  𝑧𝑧1, 𝑧𝑧2 ∈ 𝒟𝒟 we have the following Green's 

formula 

∫ 𝛺𝛺(𝑧𝑧1)(𝑡𝑡)𝑧𝑧2(𝑡𝑡)̅̅ ̅̅ ̅̅ ̅∞
0 𝑑𝑑𝛽𝛽𝑡𝑡 − ∫ 𝑧𝑧1(𝑡𝑡)𝛺𝛺(𝑧𝑧2)(𝑡𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅∞

0 𝑑𝑑𝛽𝛽𝑡𝑡 =[𝑧𝑧1, 𝑧𝑧2](∞)-[𝑧𝑧1, 𝑧𝑧2](0),  (4)

where  [𝑧𝑧1, 𝑧𝑧2](𝑡𝑡) = 𝑓𝑓(𝑡𝑡){𝑧𝑧1(𝑡𝑡)𝑇𝑇𝛽𝛽𝑧𝑧2(𝑡𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ − 𝑇𝑇𝛽𝛽𝑧𝑧1(𝑡𝑡)𝑧𝑧2(𝑡𝑡)̅̅ ̅̅ ̅̅ ̅},   𝑡𝑡 ∈ 𝒥𝒥.

Remark 6: It follows from (5) that lim
𝑡𝑡→𝑏𝑏

[𝑧𝑧1, 𝑧𝑧2](𝑡𝑡) exists and is finite for all  𝑧𝑧1, 𝑧𝑧2 ∈ 𝒟𝒟

Furthermore, we know that  Ω is limit-point at b if and only if  𝑙𝑙𝑙𝑙𝑙𝑙
𝑡𝑡→𝑏𝑏

[𝑧𝑧1, 𝑧𝑧2](𝑡𝑡) = 0 for all

𝑧𝑧1, 𝑧𝑧2 ∈ 𝒟𝒟 (see ([5])).

Theorem 7: Let the coefficients  f and g satisfy the following conditions:

i. 𝑔𝑔 ∈ 𝐶𝐶𝛽𝛽( 𝒥𝒥), 𝑇𝑇𝛽𝛽𝑓𝑓, 𝑇𝑇𝛽𝛽𝑔𝑔𝑔𝑔𝐴𝐴𝐴𝐴𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙( 𝒥𝒥) 𝑎𝑎𝑎𝑎𝑎𝑎 𝑇𝑇𝛽𝛽
2𝑓𝑓, 𝑇𝑇𝛽𝛽

2𝑔𝑔 ∈ 𝐿𝐿𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙
2 ( 𝒥𝒥),

ii. 𝑔𝑔(𝑡𝑡) < 0 𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓(𝑡𝑡) > 0 𝑓𝑓𝑓𝑓𝑓𝑓 𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡 ∈ 𝒥𝒥,
iii. (−𝑓𝑓𝑓𝑓)1 2⁄ ∈ 𝐿𝐿𝛽𝛽

2 ( 𝒥𝒥),

iv. 𝑇𝑇𝛽𝛽{𝑓𝑓𝑇𝑇𝛽𝛽(𝑓𝑓𝑓𝑓)(−𝑓𝑓𝑓𝑓)1 2⁄ } ∈ 𝐿𝐿𝛽𝛽
2 ( 𝒥𝒥), (5)

then Ω is in the limit-circle case at  b.

Proof: We shall produce one pair  y,z of elements of  𝒟𝒟 such that

𝑙𝑙𝑙𝑙𝑙𝑙
𝑡𝑡→𝑏𝑏

[𝑦𝑦, 𝑧𝑧](𝑡𝑡) ≠ 0.  (6)

We take  𝑦𝑦 = 𝑧𝑧 and determine  𝑦𝑦 by

𝑦𝑦(𝑡𝑡) = {−𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑡𝑡)}
1
2𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖 ∫ {− 𝑔𝑔(𝜀𝜀)

𝑓𝑓(𝜀𝜀)}
1
2𝑡𝑡

0
𝑑𝑑𝛽𝛽𝜀𝜀],  (7)

where  𝑡𝑡 ∈ 𝒥𝒥. A calculation shows that

𝑇𝑇𝛽𝛽𝑦𝑦 = [𝑖𝑖(−𝑓𝑓)
1
2

𝑔𝑔
1
2

+ 1
4

𝑇𝑇𝛽𝛽(𝑓𝑓𝑓𝑓)
(−𝑓𝑓𝑓𝑓)1 2⁄ ] ∗  𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖 ∫ {− 𝑔𝑔(𝜀𝜀)

𝑓𝑓(𝜀𝜀)}
1
2𝑡𝑡

0
𝑑𝑑𝛽𝛽𝜀𝜀]

and

𝑇𝑇𝛽𝛽
2𝑦𝑦 = [−

(−𝑔𝑔)
1
2

𝑓𝑓
1
2

+ 𝑖𝑖
4

𝑇𝑇𝛽𝛽(𝑓𝑓𝑓𝑓)

𝑓𝑓
1
2(−𝑔𝑔)

1
2

− 𝑖𝑖
4

𝑇𝑇𝛽𝛽𝑓𝑓
(−𝑓𝑓𝑓𝑓)

1
2

− 3𝑖𝑖
4

(−𝑔𝑔)
1
2𝑇𝑇𝛽𝛽𝑓𝑓

𝑓𝑓
1
2

+ 1
4

𝑇𝑇𝛽𝛽
2(𝑔𝑔𝑔𝑔)

(−𝑓𝑓𝑓𝑓)
1
2

+ 5
16

{𝑇𝑇𝛽𝛽(𝑓𝑓𝑓𝑓)}2

(−𝑓𝑓𝑓𝑓)
1
2

]

∗  𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖 ∫ {− 𝑔𝑔(𝜀𝜀)
𝑓𝑓(𝜀𝜀)}

1
2𝑡𝑡

0
𝑑𝑑𝛽𝛽𝜀𝜀].

Thus we get

[𝑦𝑦, 𝑦𝑦](𝑡𝑡) = −2𝑖𝑖,        (8)
where  𝑡𝑡 ∈ 𝒥𝒥 and, with details of the calculation omitted,

𝛺𝛺[𝑦𝑦] = −𝑓𝑓𝑓𝑓𝛽𝛽
2𝑦𝑦 − 𝑇𝑇𝛽𝛽𝑓𝑓𝑓𝑓 + 𝑔𝑔𝑔𝑔 = 1

4 𝑇𝑇𝛽𝛽 {𝑓𝑓𝑓𝑓𝛽𝛽(𝑓𝑓𝑓𝑓)(−𝑓𝑓𝑓𝑓)
1
2} 𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖 ∫ {− 𝑔𝑔(𝜀𝜀)

𝑓𝑓(𝜀𝜀)}
1
2𝑡𝑡

0
𝑑𝑑𝛽𝛽𝜀𝜀].  (9)

It follows from (7) and conditions (ii) and (iii) of the Theorem that  𝑦𝑦 ∈ 𝐿𝐿𝛽𝛽
2 ( 𝒥𝒥). From (7)

and condition (i), we obtain  𝑇𝑇𝛽𝛽𝑦𝑦 ∈ 𝐴𝐴𝐴𝐴𝛽𝛽,𝑙𝑙𝑙𝑙𝑙𝑙( 𝒥𝒥). It follows from (9) and condition (iv) that

𝛺𝛺[𝑦𝑦] ∈ 𝐿𝐿𝛽𝛽
2 ( 𝒥𝒥) . In this way, we have  𝑦𝑦 ∈ 𝒟𝒟. From (6) and (8) it now follows that the

differential expression  𝛺𝛺[. ] is in the limit-circle case at  𝑏𝑏.
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Abstract 

In this paper, we obtain a new integral identity for differentiable functions with two parameters 
involving generalized fractional integral operators. By applying this as an auxiliary result, we 
deduce several new Simpson type inequalities for (s, m)-differentiable convex functions. For 
suitable choices of parameters, some special cases are given and some known results are 
recaptured as well. To validate the accuracy of our main results, we present some examples. 

Keywords: Simpson's inequalities; (s, m)-convex functions; Generalized fractional integrals; 
Hölder's inequality; Power-mean inequality.

1. INTRODUCTION

Convex functions and their generalizations have various applications in the fields of pure and 
applied sciences.

Definition 1.1. A function f: I ⊆ ℝ ⟶ ℝ is said to be convex on I, if

f(tx + (1 − t)y) ≤ tf(x) + (1 − t)f(y)  (1)

holds for all x, y ∈ I and t ∈ [0,1].

In their paper [1], Hudzik and Maligranda considered, among others, the class of s-convex 
functions in the second sense. This class is defined in the following way:  

Definition 1.2. A function f: [0, +∞[ ⟶ ℝ is said to be s-convex in the second sense, if 

f(tx + (1 − t)y) ≤ tsf(x) + (1 − t)sf(y)  (2)

holds for all x, y ∈ [0, +∞[, t ∈ [0,1] and for some fixed s ∈ (0, 1].

Definition 1.3.  [2]  A function f: [0, +∞[ ⟶ ℝ is said to be m−convex for m ∈ (0, 1], if the 
following inequality holds 

f(tx + (1 − t)y) ≤ tf(x) + m(1 − t)f(y),  (3)

for all x, y ∈ [0, +∞[, x < y.

By combining the last two definitions, then the following definition is obtained, see [3, 4, 5]. 

Definition 1.4. A function f: [0, +∞[ ⟶ ℝ is said to be (s, m) −convex in the second sense 
if f satisfies  

f(tx + (1 − t)y) ≤ tsf(x) + m(1 − t)sf(y),  (4)

for all x, y ∈ [0, +∞[, t ∈ [0,1] and for some fixed (s, m) ∈ (0, 1]2.

Definition 1.5. The generalized left-side and right-side fractional integrals are given as follows: 

Iφa1
+
 f(x) = ∫ φ(x − t)

x − t f(t)dt,  (x > a1)  (5)
x

a1

and

Iφa2−
 f(x) = ∫ φ(t − x)

t − x f(t)dt,  (x < a2)
a2

x

,  (6)

where φ: [0, +∞[ ⟶ [0, +∞[ is a function constructed by Sarikaya et al., see [6], that satisfies
the following four conditions:

∫ φ(t)
t dt < +∞,

1

0

1
A1

≤ φ(t1)
φ(t2) ≤ A1 for 1

2 ≤ t1
t2

≤ 2,  (7)

φ(t2)
t2

2 ≤ A2 ≤ φ(t1)
t1

2 for t1 ≤ t2

and 

|φ(t2)
t2

2 − φ(t1)
t1

2 | ≤ A3|t2 − t| φ(t2)
t2

2 for 1
2 ≤ t1

t2
≤ 2,

where A1, A2 and A3 > 0 are independent from t1, t2 > 0.

The generalized fractional integrals given by Definition 1.5 may contain some types of 
fractional integrals such as the Riemann-Liouville and other fractional integrals for some 
special choices of function φ.
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1. INTRODUCTION

Convex functions and their generalizations have various applications in the fields of pure and 
applied sciences.

Definition 1.1. A function f: I ⊆ ℝ ⟶ ℝ is said to be convex on I, if

f(tx + (1 − t)y) ≤ tf(x) + (1 − t)f(y)  (1)

holds for all x, y ∈ I and t ∈ [0,1].

In their paper [1], Hudzik and Maligranda considered, among others, the class of s-convex 
functions in the second sense. This class is defined in the following way:  

Definition 1.2. A function f: [0, +∞[ ⟶ ℝ is said to be s-convex in the second sense, if 

f(tx + (1 − t)y) ≤ tsf(x) + (1 − t)sf(y)  (2)

holds for all x, y ∈ [0, +∞[, t ∈ [0,1] and for some fixed s ∈ (0, 1].

Definition 1.3.  [2]  A function f: [0, +∞[ ⟶ ℝ is said to be m−convex for m ∈ (0, 1], if the 
following inequality holds 

f(tx + (1 − t)y) ≤ tf(x) + m(1 − t)f(y),  (3)

for all x, y ∈ [0, +∞[, x < y.

By combining the last two definitions, then the following definition is obtained, see [3, 4, 5]. 

Definition 1.4. A function f: [0, +∞[ ⟶ ℝ is said to be (s, m) −convex in the second sense 
if f satisfies  

f(tx + (1 − t)y) ≤ tsf(x) + m(1 − t)sf(y),  (4)

for all x, y ∈ [0, +∞[, t ∈ [0,1] and for some fixed (s, m) ∈ (0, 1]2.

Definition 1.5. The generalized left-side and right-side fractional integrals are given as follows: 

Iφa1
+
 f(x) = ∫ φ(x − t)

x − t f(t)dt,  (x > a1)  (5)
x

a1

and

Iφa2−
 f(x) = ∫ φ(t − x)

t − x f(t)dt,  (x < a2)
a2

x

,  (6)

where φ: [0, +∞[ ⟶ [0, +∞[ is a function constructed by Sarikaya et al., see [6], that satisfies
the following four conditions:

∫ φ(t)
t dt < +∞,

1

0

1
A1

≤ φ(t1)
φ(t2) ≤ A1 for 1

2 ≤ t1
t2

≤ 2,  (7)

φ(t2)
t2

2 ≤ A2 ≤ φ(t1)
t1

2 for t1 ≤ t2

and 

|φ(t2)
t2

2 − φ(t1)
t1

2 | ≤ A3|t2 − t| φ(t2)
t2

2 for 1
2 ≤ t1

t2
≤ 2,

where A1, A2 and A3 > 0 are independent from t1, t2 > 0.

The generalized fractional integrals given by Definition 1.5 may contain some types of 
fractional integrals such as the Riemann-Liouville and other fractional integrals for some 
special choices of function φ.
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Definition 1.6. The left and right Riemann–Liouville fractional integrals (R-L) are given as 
follows:

𝒥𝒥a+
α f(x) = 1

Γ(α) ∫ (x − t)α−1f(t)dt
x

a
,  (x > a)

𝒥𝒥b−α f(x) = 1
Γ(α) ∫ (t − x)α−1f(t)dt

b

x
,  (x < b).

Simpson’s rules are well-known in the literature of numerical integration and numerical 
estimation of definite integrals. The following rules are given by Simpson: 

1) Simpson’s 1/3 rule:

∫ f(x)dx
x2

x1
≈

(x2 − x1)
3 [f(x1) + 4f (x1 + x2

2 ) + f(x2)],  (8)

where x1 < x2.

2) Simpson’s 3/8 rule:

∫ f(x)dx
x2

x1
≈

(x2 − x1)
8 [f(x1) + 3f (2x1 + x2

3 ) + f (x1 + 2x2
3 ) + f(x2)].  (9)

The following inequality is known in the literature as Simpson’s inequality.

Theorem 1.1. Let f : [a, b] → R be a four times continuously differentiable function on (a, b)
and ||f (4) ||∞ ∶= supx∈(a,   b) |f (4) (x)|  <  ∞. Then the following inequality holds:

|13 [f(a) + f(b)
2 + 2f (a + b

2 )] − 1
(b − a) ∫ f(x)dx

b

a
| ≤ 1

2880 ||f (4) ||∞(b − a)4.  (10)

Later, many authors have focused on Simpson’s type inequalities for various classes of convex 
functions, see [7, 8, 9, 10, 11, 12, 13]. 

Our final paper is organised as follows: In Section 2, we will obtain a new integral identity for 
differentiable functions with two parameters involving generalized fractional integral operators.
Moreover, by applying this as an auxiliary result, we will deduce several new Simpson type 
inequalities for (s, m)-differentiable convex functions utilising the well-known Hölder and 
power-mean inequalities. In Section 3, for suitable choices of parameters, some special cases 
will be deduced and some known results will be recaptured. In Section 4, we offer some 
examples in order to validate the accuracy of our main results given in Section 2. The 
conclusions and recommendations for further study will be provided in Section 5.

2. MAIN RESULTS

Before we give our main results, let us denote by 

Δm(t) ∶= ∫ φ((b − ma)u)
u du

t

0
< +∞, for all  m ∈ ]0, 1]. (11)

Lemma 2.1. Let f: [a, b] ⟶ ℝ be a differentiable function on (a, b). If f ′ is continous on (a, b),
then for  λ, μ ≥ 0, we have

(b − ma) [∫ (Δm(t) − Δm(1)λ)f ′(tb + m(1 − t)a)dt
1/2

0

+ ∫ (Δm(t) − Δm(1) μ)f ′(tb + m(1 − t)a)dt
1

1/2
]

= Δm(1)λf(ma) + Δm(1)(μ − λ)f (ma + b
2 ) + Δm(1)(1 − μ)f(b)  (12)

− [ Iφ(ma+b
2 )

+ f(b) + Iφ(ma+b
2 )

− f(ma)].

Proof. Let denote by 

I ∶= (b − ma) [∫ (Δm(t) − Δm(1)λ)f ′(tb + m(1 − t)a)dt
1/2

0

+ ∫ (Δm(t) − Δm(1) μ)f ′(tb + m(1 − t)a)dt
1

1/2
] = (b − ma)[I1 + I2],      (13)

where 

I1 ∶= ∫ (Δm(t) − Δm(1)λ)f ′(tb + m(1 − t)a)dt
1/2

0

and

I2 ∶= ∫ (Δm(t) − Δm(1) μ)f ′(tb + m(1 − t)a)dt1
1/2 .

Integrating by parts the first integral, we obtain 

I1 = Δm(t) − Δm(1)λ
b − ma f(tb + m(1 − t)a) |1/2

0

− 1
b − ma ∫ φ((b − ma)t)

t

1
2

0
f(tb + m(1 − t)a)dt

=
Δm (1

2) − Δm(1)λ
b − ma f (ma + b

2 ) + Δm(1)λ
b − ma f(ma)

− 1
b − ma ∫ φ((b − ma)t)

t

1
2

0
f(tb + m(1 − t)a)dt.

By changing the variable of integration in dhe  last integral, w = t(b − ma) + ma, we get 

I1 =
Δm (1

2) − Δm(1)λ
b − ma f (ma + b

2 ) + Δm(1)λ
b − ma f(ma) − 1

b − ma Iφ(ma+b
2 )

− f(ma).  (14)

Similarly,
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Definition 1.6. The left and right Riemann–Liouville fractional integrals (R-L) are given as 
follows:

𝒥𝒥a+
α f(x) = 1

Γ(α) ∫ (x − t)α−1f(t)dt
x

a
,  (x > a)

𝒥𝒥b−α f(x) = 1
Γ(α) ∫ (t − x)α−1f(t)dt

b

x
,  (x < b).

Simpson’s rules are well-known in the literature of numerical integration and numerical 
estimation of definite integrals. The following rules are given by Simpson: 

1) Simpson’s 1/3 rule:

∫ f(x)dx
x2

x1
≈

(x2 − x1)
3 [f(x1) + 4f (x1 + x2

2 ) + f(x2)],  (8)

where x1 < x2.

2) Simpson’s 3/8 rule:

∫ f(x)dx
x2

x1
≈

(x2 − x1)
8 [f(x1) + 3f (2x1 + x2

3 ) + f (x1 + 2x2
3 ) + f(x2)].  (9)

The following inequality is known in the literature as Simpson’s inequality.

Theorem 1.1. Let f : [a, b] → R be a four times continuously differentiable function on (a, b)
and ||f (4) ||∞ ∶= supx∈(a,   b) |f (4) (x)|  <  ∞. Then the following inequality holds:

|13 [f(a) + f(b)
2 + 2f (a + b

2 )] − 1
(b − a) ∫ f(x)dx

b

a
| ≤ 1

2880 ||f (4) ||∞(b − a)4.  (10)

Later, many authors have focused on Simpson’s type inequalities for various classes of convex 
functions, see [7, 8, 9, 10, 11, 12, 13]. 

Our final paper is organised as follows: In Section 2, we will obtain a new integral identity for 
differentiable functions with two parameters involving generalized fractional integral operators.
Moreover, by applying this as an auxiliary result, we will deduce several new Simpson type 
inequalities for (s, m)-differentiable convex functions utilising the well-known Hölder and 
power-mean inequalities. In Section 3, for suitable choices of parameters, some special cases 
will be deduced and some known results will be recaptured. In Section 4, we offer some 
examples in order to validate the accuracy of our main results given in Section 2. The 
conclusions and recommendations for further study will be provided in Section 5.

2. MAIN RESULTS

Before we give our main results, let us denote by 

Δm(t) ∶= ∫ φ((b − ma)u)
u du

t

0
< +∞, for all  m ∈ ]0, 1]. (11)

Lemma 2.1. Let f: [a, b] ⟶ ℝ be a differentiable function on (a, b). If f ′ is continous on (a, b),
then for  λ, μ ≥ 0, we have

(b − ma) [∫ (Δm(t) − Δm(1)λ)f ′(tb + m(1 − t)a)dt
1/2

0

+ ∫ (Δm(t) − Δm(1) μ)f ′(tb + m(1 − t)a)dt
1

1/2
]

= Δm(1)λf(ma) + Δm(1)(μ − λ)f (ma + b
2 ) + Δm(1)(1 − μ)f(b)  (12)

− [ Iφ(ma+b
2 )

+ f(b) + Iφ(ma+b
2 )

− f(ma)].

Proof. Let denote by 

I ∶= (b − ma) [∫ (Δm(t) − Δm(1)λ)f ′(tb + m(1 − t)a)dt
1/2

0

+ ∫ (Δm(t) − Δm(1) μ)f ′(tb + m(1 − t)a)dt
1

1/2
] = (b − ma)[I1 + I2],      (13)

where 

I1 ∶= ∫ (Δm(t) − Δm(1)λ)f ′(tb + m(1 − t)a)dt
1/2

0

and

I2 ∶= ∫ (Δm(t) − Δm(1) μ)f ′(tb + m(1 − t)a)dt1
1/2 .

Integrating by parts the first integral, we obtain 

I1 = Δm(t) − Δm(1)λ
b − ma f(tb + m(1 − t)a) |1/2

0

− 1
b − ma ∫ φ((b − ma)t)

t

1
2

0
f(tb + m(1 − t)a)dt

=
Δm (1

2) − Δm(1)λ
b − ma f (ma + b

2 ) + Δm(1)λ
b − ma f(ma)

− 1
b − ma ∫ φ((b − ma)t)

t

1
2

0
f(tb + m(1 − t)a)dt.

By changing the variable of integration in dhe  last integral, w = t(b − ma) + ma, we get 

I1 =
Δm (1

2) − Δm(1)λ
b − ma f (ma + b

2 ) + Δm(1)λ
b − ma f(ma) − 1

b − ma Iφ(ma+b
2 )

− f(ma).  (14)

Similarly,
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I2 = Δm(1)(1 − μ)
b − ma f(b) −

Δm (1
2) − Δm(1)μ
b − ma f (ma + b

2 ) − 1
b − ma Iφ(ma+b

2 )
+ f(b).     (15)

Substituting (14) and (15) in equation (13), we have 

I = Δm(1)λf(ma) + Δm(1)(μ − λ)f (ma + b
2 ) + Δm(1)(1 − μ)f(b)

− [ Iφ(ma+b
2 )

+ f(b) + Iφ(ma+b
2 )

− f(ma)].

The proof of  Lemma 2.1 is completed. ■

Remark 2.1. Taking m = 1 in Lemma 2.1, we get [14, Lemma 1]. 

Remark 2.2. Choosing  ϕ(t) = t in Lemma 2.1, we obtain [15, Lemma 2.1]. 

Theorem 2.1. Let |f ′| be a (s, m) −convex function for  (s, m) ∈ (0, 1]2 . Then for λ, μ ∈
[0, 1], the following inequality holds:

|I| ≤ (b − ma)[|f ′(b)|{Υ1
φ(λ, m, s) + Υ3

φ(μ, m, s)} + m|f ′(a)|{Υ2
φ(λ, m, s) + Υ4

φ(μ, m, s)}],  (16)

where 

Υ1
φ(λ, m, s) ∶= ∫ ts|Δm(t) − Δm(1)λ|dt

1/2

0
;

Υ2
φ(λ, m, s) ∶= ∫ (1 − t)s

1/2

0
|Δm(t) − Δm(1) λ|dt;

Υ3
φ(μ, m, s) ∶= ∫ ts|Δm(t) − Δm(1)μ|dt

1

1
2

and

Υ4
φ(μ, m, s) ∶= ∫ (1 − t)s|Δm(t) − Δm(1)μ|dt

1

1/2
.

Proof. From Lemma 2.1 and properties of the modulus, we have

|I| ≤ (b − ma) [∫ |Δm(t) − Δm(1)λ||f ′(tb + m(1 − t)a)|dt
1/2

0

+ ∫ |Δm(t) − Δm(1) μ||f ′(tb + m(1 − t)a)|dt
1

1/2
]

Using (s, m) −convexity of |f ′|, we get

|I| ≤ (b − ma) [∫ |Δm(t) − Δm(1)λ|[ts|f ′(b)| + m(1 − t)s|f ′(a)|]dt
1
2

0

+ ∫ |Δm(t) − Δm(1) μ|[ts|f ′(b)| + m(1 − t)s|f ′(a)|]dt
1

1
2

]

= (b − ma)

∙ [m|f ′(a)| {∫ (1 − t)s|Δm(t) − Δm(1)λ|dt
1
2

0

+ ∫ (1 − t)s|Δm(t) − Δm(1)μ|dt
1

1
2

}

+ |f ′(b)| {∫ ts|Δm(t) − Δm(1)λ|dt
1
2

0
+ ∫ ts|Δm(t) − Δm(1) μ|dt

1

1
2

}].

Hence, 

|I| ≤ (b − ma)[|f ′(b)|{Υ1
φ(λ, m, s) + Υ3

φ(μ, m, s)}
+ m|f ′(a)|{Υ2

φ(λ, m, s) + Υ4
φ(μ, m, s)}].  ∎

Corollary 2.1. If we take s = m = 1 in Theorem 2.1, we obtain [14, Thoerem 3]. 

Corollary 2.2. If we choose φ(t) = t in Theorem 2.1, we get [15, Theorem 2.1]. 

Corollary 2.3. If we take φ(t) = tα

Γ(α) in Theorem 2.1, we have 

|λf(ma) + (μ − λ)f (ma + b
2 ) + (1 − μ)f(b)

− Γ(α + 1)
(b − ma)α {𝒥𝒥

(ma+b
2 )

+
α f(b) + 𝒥𝒥

(ma+b
2 )

−α f(ma)}|  (17)

≤ (b − ma)[|f ′(b)|{Υ1
′ + Υ3

′} + m|f ′(a)|{Υ2
′ + Υ4

′}],

where 𝒥𝒥x+
α f, 𝒥𝒥x−α f are the right and left R-L fractional integrals and

Υ1
′ ∶= 2α

(s + 1)(s + α + 1) λ
s+α+1

α − λ
2s+1(s + 1) + 1

2s+α+1(s + α + 1) ;

Υ2
′ ∶= λ

s + 1 + λ
2s+1(s + 1) −

2λ (1 − λ
1
α)

s+1

s + 1 − 2B
λ

1
α

(α + 1 , s + 1) + B1
2
(α + 1 , s + 1);

Υ3
′ ∶= 2α

(s + 1)(s + α + 1) μ
s+α+1

α − μ
2s+1(s + 1) − μ

s + 1 + 1
2s+α+1(s + α + 1) + 1

s + α + 1 ;

Υ4
′ ∶= μ

2s+1(s + 1) −
2μ (1 − μ

1
α)

s+1

s + 1 − 2B
μ

1
α

(α + 1 , s + 1) + B1
2
(α + 1 , s + 1)

+ B(α + 1 , s + 1).
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I2 = Δm(1)(1 − μ)
b − ma f(b) −

Δm (1
2) − Δm(1)μ
b − ma f (ma + b

2 ) − 1
b − ma Iφ(ma+b

2 )
+ f(b).     (15)

Substituting (14) and (15) in equation (13), we have 

I = Δm(1)λf(ma) + Δm(1)(μ − λ)f (ma + b
2 ) + Δm(1)(1 − μ)f(b)

− [ Iφ(ma+b
2 )

+ f(b) + Iφ(ma+b
2 )

− f(ma)].

The proof of  Lemma 2.1 is completed. ■

Remark 2.1. Taking m = 1 in Lemma 2.1, we get [14, Lemma 1]. 

Remark 2.2. Choosing  ϕ(t) = t in Lemma 2.1, we obtain [15, Lemma 2.1]. 

Theorem 2.1. Let |f ′| be a (s, m) −convex function for  (s, m) ∈ (0, 1]2 . Then for λ, μ ∈
[0, 1], the following inequality holds:

|I| ≤ (b − ma)[|f ′(b)|{Υ1
φ(λ, m, s) + Υ3

φ(μ, m, s)} + m|f ′(a)|{Υ2
φ(λ, m, s) + Υ4

φ(μ, m, s)}],  (16)

where 

Υ1
φ(λ, m, s) ∶= ∫ ts|Δm(t) − Δm(1)λ|dt

1/2

0
;

Υ2
φ(λ, m, s) ∶= ∫ (1 − t)s

1/2

0
|Δm(t) − Δm(1) λ|dt;

Υ3
φ(μ, m, s) ∶= ∫ ts|Δm(t) − Δm(1)μ|dt

1

1
2

and

Υ4
φ(μ, m, s) ∶= ∫ (1 − t)s|Δm(t) − Δm(1)μ|dt

1

1/2
.

Proof. From Lemma 2.1 and properties of the modulus, we have

|I| ≤ (b − ma) [∫ |Δm(t) − Δm(1)λ||f ′(tb + m(1 − t)a)|dt
1/2

0

+ ∫ |Δm(t) − Δm(1) μ||f ′(tb + m(1 − t)a)|dt
1

1/2
]

Using (s, m) −convexity of |f ′|, we get

|I| ≤ (b − ma) [∫ |Δm(t) − Δm(1)λ|[ts|f ′(b)| + m(1 − t)s|f ′(a)|]dt
1
2

0

+ ∫ |Δm(t) − Δm(1) μ|[ts|f ′(b)| + m(1 − t)s|f ′(a)|]dt
1

1
2

]

= (b − ma)

∙ [m|f ′(a)| {∫ (1 − t)s|Δm(t) − Δm(1)λ|dt
1
2

0

+ ∫ (1 − t)s|Δm(t) − Δm(1)μ|dt
1

1
2

}

+ |f ′(b)| {∫ ts|Δm(t) − Δm(1)λ|dt
1
2

0
+ ∫ ts|Δm(t) − Δm(1) μ|dt

1

1
2

}].

Hence, 

|I| ≤ (b − ma)[|f ′(b)|{Υ1
φ(λ, m, s) + Υ3

φ(μ, m, s)}
+ m|f ′(a)|{Υ2

φ(λ, m, s) + Υ4
φ(μ, m, s)}].  ∎

Corollary 2.1. If we take s = m = 1 in Theorem 2.1, we obtain [14, Thoerem 3]. 

Corollary 2.2. If we choose φ(t) = t in Theorem 2.1, we get [15, Theorem 2.1]. 

Corollary 2.3. If we take φ(t) = tα

Γ(α) in Theorem 2.1, we have 

|λf(ma) + (μ − λ)f (ma + b
2 ) + (1 − μ)f(b)

− Γ(α + 1)
(b − ma)α {𝒥𝒥

(ma+b
2 )

+
α f(b) + 𝒥𝒥

(ma+b
2 )

−α f(ma)}|  (17)

≤ (b − ma)[|f ′(b)|{Υ1
′ + Υ3

′} + m|f ′(a)|{Υ2
′ + Υ4

′}],

where 𝒥𝒥x+
α f, 𝒥𝒥x−α f are the right and left R-L fractional integrals and

Υ1
′ ∶= 2α

(s + 1)(s + α + 1) λ
s+α+1

α − λ
2s+1(s + 1) + 1

2s+α+1(s + α + 1) ;

Υ2
′ ∶= λ

s + 1 + λ
2s+1(s + 1) −

2λ (1 − λ
1
α)

s+1

s + 1 − 2B
λ

1
α

(α + 1 , s + 1) + B1
2
(α + 1 , s + 1);

Υ3
′ ∶= 2α

(s + 1)(s + α + 1) μ
s+α+1

α − μ
2s+1(s + 1) − μ

s + 1 + 1
2s+α+1(s + α + 1) + 1

s + α + 1 ;

Υ4
′ ∶= μ

2s+1(s + 1) −
2μ (1 − μ

1
α)

s+1

s + 1 − 2B
μ

1
α

(α + 1 , s + 1) + B1
2
(α + 1 , s + 1)

+ B(α + 1 , s + 1).
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Corollary 2.4. If we choose s = m = 1 and φ(t) = t, we obtain

|λf(a) + (μ − λ)f (a + b
2 ) + (1 − μ)f(b) − 1

b − a ∫ f(t)dt
b

a
|

≤ (b

− a) [|f ′(b)| {λ3

3 − λ
8 + μ3

3 − μ
2 + 5

12}  (18)

+ |f ′(a)| {
(1 − λ)3

3 − 9
16 (1 − λ) +

(1 − μ)3

3 − μ
16 + 5

12}].

Theorem 2.2. Let |f ′|r be a (s, m) −convex function for (s, m) ∈ (0, 1]2 . Then for λ, μ ∈
[0, 1] and r ≥ 1, the following inequality holds:

|I| ≤ (b − ma)

∙ {(∫ |Δm(t) − Δm(1)λ|dt
1
2

0
)

1−1
r

 (19)

∙ (Υ1
φ(λ, m, s) |f ′(b)|r + mΥ2

φ(λ, m, s) |f ′(a)|r)
1
r

+ (∫ |Δm(t) − Δm(1) μ|dt
1

1
2

)
1−1

r

∙ (Υ3
φ(λ, m, s) |f ′(b)|r + mΥ4

φ(λ, m, s) |f ′(a)|r)
1
r},

where Υi
φ, i = 1,4, are defined as in Theorem 2.1.

Proof. From Lemma 2.1, power-mean inequality and properties of the modulus, we have

|I| ≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|dt
1
2

0
)

1−1
r

∙ (∫ |Δm(t) − Δm(1)λ||f ′(tb + m(1 − t)a)|rdt
1
2

0
)

1
r

+ (∫ |Δm(t) − Δm(1) μ|dt
1

1
2

)
1−1

r

∙ (∫ |Δm(t) − Δm(1) μ||f ′(tb + m(1 − t)a)|rdt
1

1
2

)

1
r

}.

Using (s,m) − convexity of |f ′|r, we get

|I|
≤ (b − ma)

∙

{

(∫ |Δm(t) − Δm(1)λ|dt
1
2

0
)
1−1r

∙ (∫ |Δm(t) − Δm(1)λ|[ts|f ′(b)|r + m(1 − t)s|f ′(a)|r]dt
1
2

0
)

1
r

+

(∫ |Δm(t) − Δm(1) μ|dt
1

1
2

)
1−1r

∙ (∫ |Δm(t) − Δm(1) μ|[ts|f ′(b)|r + m(1 − t)s|f ′(a)|r]dt
1

1
2

)

1
r

}
= (b − ma)

∙

{

(∫ |Δm(t) − Δm(1)λ|dt
1
2

0
)
1−1r

∙ (Υ1
φ(λ,m, s) |f ′(b)|r + mΥ2

φ(λ,m, s) |f ′(a)|r)
1
r

+ (∫ |Δm(t) − Δm(1) μ|dt
1

1
2

)
1−1r

∙ (Υ3
φ(λ,m, s) |f ′(b)|r + mΥ4

φ(λ,m, s) |f ′(a)|r)
1
r

}
 

.  ∎ 

Corollary 2.5. If we take s = m = 1 in Theorem 2.2, we obtain [14, Thoerem 4]. 

Corollary 2.6. If we choose φ(t) = t in Theorem 2.2, we have [15, Thoerem 2.3]. 

Corollary 2.7. If we take φ(t) = tα
Γ(α) in Theorem 2.2, we get 

|λf(ma) + (μ − λ)f (ma + b2 ) + (1 − μ)f(b)

− Γ(α + 1)
(b − ma)α {𝒥𝒥(ma+b2 )

+
α f(b) + 𝒥𝒥

(ma+b2 )
−α f(ma)}|  (20)

≤ (b − ma) {( 2α
α + 1 λ

α+1
α − λ + 1

α + 1)
1−1r

(Υ1′ |f ′(b)|r + mΥ2′ |f ′(a)|r)
1
r

+ ( 2α
α + 1μ

α+1
α − 32 μ +

1
2α+1(α + 1) +

1
α + 1)

1−1r
(Υ3′ |f ′(b)|r

+ mΥ4′ |f ′(a)|r)
1
r},

where Υ𝑖𝑖′,   i = 1,4, are defined as in Corollary 2.3.

Theorem 2.3. Let  |f ′|r be a (s,m) −convex function for (s,m) ∈ (0, 1]2 . Then for λ, μ ∈
[0, 1], r > 1 and 1r +

1
q = 1, the following inequality holds:
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Corollary 2.4. If we choose s = m = 1 and φ(t) = t, we obtain

|λf(a) + (μ − λ)f (a + b
2 ) + (1 − μ)f(b) − 1

b − a ∫ f(t)dt
b

a
|

≤ (b

− a) [|f ′(b)| {λ3

3 − λ
8 + μ3

3 − μ
2 + 5

12}  (18)

+ |f ′(a)| {
(1 − λ)3

3 − 9
16 (1 − λ) +

(1 − μ)3

3 − μ
16 + 5

12}].

Theorem 2.2. Let |f ′|r be a (s, m) −convex function for (s, m) ∈ (0, 1]2 . Then for λ, μ ∈
[0, 1] and r ≥ 1, the following inequality holds:

|I| ≤ (b − ma)

∙ {(∫ |Δm(t) − Δm(1)λ|dt
1
2

0
)

1−1
r

 (19)

∙ (Υ1
φ(λ, m, s) |f ′(b)|r + mΥ2

φ(λ, m, s) |f ′(a)|r)
1
r

+ (∫ |Δm(t) − Δm(1) μ|dt
1

1
2

)
1−1

r

∙ (Υ3
φ(λ, m, s) |f ′(b)|r + mΥ4

φ(λ, m, s) |f ′(a)|r)
1
r},

where Υi
φ, i = 1,4, are defined as in Theorem 2.1.

Proof. From Lemma 2.1, power-mean inequality and properties of the modulus, we have

|I| ≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|dt
1
2

0
)

1−1
r

∙ (∫ |Δm(t) − Δm(1)λ||f ′(tb + m(1 − t)a)|rdt
1
2

0
)

1
r

+ (∫ |Δm(t) − Δm(1) μ|dt
1

1
2

)
1−1

r

∙ (∫ |Δm(t) − Δm(1) μ||f ′(tb + m(1 − t)a)|rdt
1

1
2

)

1
r

}.

Using (s,m) − convexity of |f ′|r, we get

|I|
≤ (b − ma)

∙

{

(∫ |Δm(t) − Δm(1)λ|dt
1
2

0
)
1−1r

∙ (∫ |Δm(t) − Δm(1)λ|[ts|f ′(b)|r + m(1 − t)s|f ′(a)|r]dt
1
2

0
)

1
r

+

(∫ |Δm(t) − Δm(1) μ|dt
1

1
2

)
1−1r

∙ (∫ |Δm(t) − Δm(1) μ|[ts|f ′(b)|r + m(1 − t)s|f ′(a)|r]dt
1

1
2

)

1
r

}
= (b − ma)

∙

{

(∫ |Δm(t) − Δm(1)λ|dt
1
2

0
)
1−1r

∙ (Υ1
φ(λ,m, s) |f ′(b)|r + mΥ2

φ(λ,m, s) |f ′(a)|r)
1
r

+ (∫ |Δm(t) − Δm(1) μ|dt
1

1
2

)
1−1r

∙ (Υ3
φ(λ,m, s) |f ′(b)|r + mΥ4

φ(λ,m, s) |f ′(a)|r)
1
r

}
 

.  ∎ 

Corollary 2.5. If we take s = m = 1 in Theorem 2.2, we obtain [14, Thoerem 4]. 

Corollary 2.6. If we choose φ(t) = t in Theorem 2.2, we have [15, Thoerem 2.3]. 

Corollary 2.7. If we take φ(t) = tα
Γ(α) in Theorem 2.2, we get 

|λf(ma) + (μ − λ)f (ma + b2 ) + (1 − μ)f(b)

− Γ(α + 1)
(b − ma)α {𝒥𝒥(ma+b2 )

+
α f(b) + 𝒥𝒥

(ma+b2 )
−α f(ma)}|  (20)

≤ (b − ma) {( 2α
α + 1 λ

α+1
α − λ + 1

α + 1)
1−1r

(Υ1′ |f ′(b)|r + mΥ2′ |f ′(a)|r)
1
r

+ ( 2α
α + 1μ

α+1
α − 32 μ +

1
2α+1(α + 1) +

1
α + 1)

1−1r
(Υ3′ |f ′(b)|r

+ mΥ4′ |f ′(a)|r)
1
r},

where Υ𝑖𝑖′,   i = 1,4, are defined as in Corollary 2.3.

Theorem 2.3. Let  |f ′|r be a (s,m) −convex function for (s,m) ∈ (0, 1]2 . Then for λ, μ ∈
[0, 1], r > 1 and 1r +

1
q = 1, the following inequality holds:
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|I| ≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|qdt
1
2

0
)

1
q

 (21)

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + m 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

+ (∫ |Δm(t) − Δm(1)μ|qdt
1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

Proof. From Lemma 2.1, Hölder’s inequality, (s, m) − convexity of  |f ′|r and properties of the
modulus, we have

|I| ≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|qdt
1
2

0
)

1
q

∙ (∫ |f ′(tb + m(1 − t)a)|r
1
2

0
)

1
r

+ (∫ |Δm(t) − Δm(1)μ|qdt
1

1
2

)

1
q

∙ (∫ |f ′(tb + m(1 − t)a)|r
1

1
2

)

1
r

}

≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|qdt
1
2

0
)

1
q

∙ (∫ [ts|f ′(b)|r + m(1 − t)s|f ′(a)|r]
1
2

0
)

1
r

+ (∫ |Δm(t) − Δm(1)μ|qdt
1

1
2

)

1
q

∙ (∫ [ts|f ′(b)|r + m(1 − t)s|f ′(a)|r]
1

1
2

)

1
r

}.

Hence, 

|I| ≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|qdt
1
2

0 )
1
q

∙ ( 1
(s+1)2s+1 |f ′(b)|r + m 2s+1−1

(s+1)2s+1  |f ′(a)|r)
1
r +

(∫ |Δm(t) − Δm(1) μ|qdt1
1
2

)
1
q ∙ ( 2s+1−1

(s+1)2s+1 |f ′(b)|r + m 1
(s+1)2s+1  |f ′(a)|r)

1
r} .  ∎

Corollary 2.8. If we take s = m = 1 in Theorem 2.3, we obtain [14, Thoerem 5]. 

Corollary 2.9. If we choose φ(t) = t in Theorem 2.3, we get  

|λf(a) + (μ − λ)f (a + b
2 ) + (1 − μ)f(b) − 1

b − a ∫ f(t)dt
b

a
|  (22)

≤ (b − ma) {(∫ |t − λ|qdt
1
2

0
)

1
q

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + m 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

+ (∫ |t −  μ|qdt
1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

Corollary 2.10. If we take φ(t) = tα

Γ(α) in Theorem 2.3, we have 

|λf(ma) + (μ − λ)f (ma + b
2 ) + (1 − μ)f(b) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(ma)}|

≤ (b − ma) {(∫ |tα − λ|qdt
1
2

0
)

1
q

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + m 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

 (23)

+ (∫ |tα −  μ|qdt
1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

Corollary 2.11 If we choose s = 1 in Corollary 2.10, we obtain 

|λf(ma) + (μ − λ)f (ma + b
2 ) + (1 − μ)f(b) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(ma)}|

≤ (b − ma) {(∫ |tα − λ|qdt
1
2

0
)

1
q

∙ ( 1
23 |f ′(b)|r + m 3

23  |f ′(a)|r)
1
r

 (24)

+ (∫ |tα −  μ|qdt
1

1
2

)

1
q

∙ ( 3
23 |f ′(b)|r + m 1

23  |f ′(a)|r)
1
r
}.

3. SPECIAL CASES

A. If we take λ = 1
6 , μ = 5

6 and m = 1 in Corollary 2.3, we get

260 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



|I| ≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|qdt
1
2

0
)

1
q

 (21)

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + m 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

+ (∫ |Δm(t) − Δm(1)μ|qdt
1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

Proof. From Lemma 2.1, Hölder’s inequality, (s, m) − convexity of  |f ′|r and properties of the
modulus, we have

|I| ≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|qdt
1
2

0
)

1
q

∙ (∫ |f ′(tb + m(1 − t)a)|r
1
2

0
)

1
r

+ (∫ |Δm(t) − Δm(1)μ|qdt
1

1
2

)

1
q

∙ (∫ |f ′(tb + m(1 − t)a)|r
1

1
2

)

1
r

}

≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|qdt
1
2

0
)

1
q

∙ (∫ [ts|f ′(b)|r + m(1 − t)s|f ′(a)|r]
1
2

0
)

1
r

+ (∫ |Δm(t) − Δm(1)μ|qdt
1

1
2

)

1
q

∙ (∫ [ts|f ′(b)|r + m(1 − t)s|f ′(a)|r]
1

1
2

)

1
r

}.

Hence, 

|I| ≤ (b − ma) {(∫ |Δm(t) − Δm(1)λ|qdt
1
2

0 )
1
q

∙ ( 1
(s+1)2s+1 |f ′(b)|r + m 2s+1−1

(s+1)2s+1  |f ′(a)|r)
1
r +

(∫ |Δm(t) − Δm(1) μ|qdt1
1
2

)
1
q ∙ ( 2s+1−1

(s+1)2s+1 |f ′(b)|r + m 1
(s+1)2s+1  |f ′(a)|r)

1
r} .  ∎

Corollary 2.8. If we take s = m = 1 in Theorem 2.3, we obtain [14, Thoerem 5]. 

Corollary 2.9. If we choose φ(t) = t in Theorem 2.3, we get  

|λf(a) + (μ − λ)f (a + b
2 ) + (1 − μ)f(b) − 1

b − a ∫ f(t)dt
b

a
|  (22)

≤ (b − ma) {(∫ |t − λ|qdt
1
2

0
)

1
q

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + m 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

+ (∫ |t −  μ|qdt
1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

Corollary 2.10. If we take φ(t) = tα

Γ(α) in Theorem 2.3, we have 

|λf(ma) + (μ − λ)f (ma + b
2 ) + (1 − μ)f(b) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(ma)}|

≤ (b − ma) {(∫ |tα − λ|qdt
1
2

0
)

1
q

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + m 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

 (23)

+ (∫ |tα −  μ|qdt
1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

Corollary 2.11 If we choose s = 1 in Corollary 2.10, we obtain 

|λf(ma) + (μ − λ)f (ma + b
2 ) + (1 − μ)f(b) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(ma)}|

≤ (b − ma) {(∫ |tα − λ|qdt
1
2

0
)

1
q

∙ ( 1
23 |f ′(b)|r + m 3

23  |f ′(a)|r)
1
r

 (24)

+ (∫ |tα −  μ|qdt
1

1
2

)

1
q

∙ ( 3
23 |f ′(b)|r + m 1

23  |f ′(a)|r)
1
r
}.

3. SPECIAL CASES

A. If we take λ = 1
6 , μ = 5

6 and m = 1 in Corollary 2.3, we get
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|1
6 f(a) + 4

6 f (a + b
2 ) + 1

6 f(b) − Γ(α + 1)
(b − a)α {𝒥𝒥

(a+b
2 )

+
α f(b) + 𝒥𝒥

(a+b
2 )

−α f(a)}|  

≤ (b − a)[|f ′(b)|{Ω1 + Ω3} + |f ′(a)|{Ω2 + Ω4}],
where 

Ω1 ∶= 2α
(s + 1)(s + α + 1)6

s+α+1
α

− 1
6 ∙ 2s+1(s + 1) + 1

2s+α+1(s + α + 1) ;

Ω2 ∶= 1
6(s + 1) + 1

6 ∙ 2s+1(s + 1) −
(1 − 6−1

α)
s+1

3(s + 1) − 2B
6−1

α
(α + 1 , s + 1)

+ B1
2
(α + 1 , s + 1);

Ω3 ∶= 2α
(s + 1)(s + α + 1) (5

6)
s+α+1

α
− 5(2s+1 + 1)

6 ∙ 2s+1(s + 1) + 1
2s+α+1(s + α + 1) + 1

s + α + 1 ;

Ω4 ∶= 5
6 ∙ 2s+1(s + 1) −

5 (1 − (5
6)

1
α)

s+1

3(s + 1) − 2B
(5

6)
1
α

(α + 1 , s + 1) + B1
2
(α + 1 , s + 1)

+ B(α + 1 , s + 1).

B. If we choose λ = 1
6, μ = 5

6 and s = 1 in Corollary 2.3, we obtain 

|1
6 f(ma) + 4

6 f (ma + b
2 ) + 1

6 f(b)

− Γ(α + 1)
(b − ma)α {𝒥𝒥

(ma+b
2 )

+
α f(b) + 𝒥𝒥

(ma+b
2 )

−α f(a)}| 

≤ (b − ma)[|f ′(b)|{Ω1
′ + Ω3

′ } + |f ′(ma)|{Ω2
′ + Ω4

′ }],
where 

Ω1
′ ∶= α

(2 + α)6
2+α

α
+ 1

(2 + α)22+α − 1
48 ;

Ω2
′ ∶= 5

48 − 1
6 (1 − 1

6
1
α

)
2

− 2 1
(α + 1)6

α+1
α

+ 2 1
(α + 2)6

α+2
α

+ α + 3
(α + 1)(α + 2)2α+2 ;

Ω3
′ ∶= α

(2 + α) (5
6)

2+α
α

+ 1
(2 + α)22+α + 1

2 + α  − 100
48 ;

Ω4
′ ∶= 5

48 − 5
6 (1 − (5

6)
1
α

)
2

− 2
α + 1 (5

6)
α+1

α
+ 2

α + 2 (5
6)

α+2
α

+ α + 3
(α + 1)(α + 2)2α+2

+ 1
(α + 1)(α + 2).

C. If we take λ = 1
2, μ = 1

2 and m = 1 in Corollary 2.3, we have

|1
2 f(a) + 1

2 f(b) − Γ(α + 1)
(b − a)α {𝒥𝒥

(a+b
2 )

+
α f(b) + 𝒥𝒥

(a+b
2 )

−α f(a)}|  

≤ (b − a)[|f ′(b)|{Ω1
1 + Ω3

1} + |f ′(a)|{Ω2
1 + Ω4

1}],
where 

Ω1
1 ∶= 2α

(s + 1)(s + α + 1)
1

2
s+α+1

α
− 1

2s+2(s + 1) + 1
2s+α+1(s + α + 1) ;

Ω2
1 ∶= 1

2(s + 1) + 1
2s+2(s + 1) −

(1 − 2−1
α)

s+1

s + 1 − 2B
2−1

α
(α + 1 , s + 1) + B1

2
(α + 1 , s + 1);

Ω3
1 = 2α

(s + 1)(s + α + 1)
1

2
s+α+1

α
− 1

2s+2(s + 1) − 1
2(s + 1) + 1

2s+α+1(s + α + 1)

+ 1
s + α + 1 ;

Ω4
1 = 1

2s+2(s + 1) −
(1 − 1

2
1
α

)
s+1

s + 1 − 2B
2−1

α
(α + 1 , s + 1) + B1

2
(α + 1 , s + 1)

+ B(α + 1 , s + 1).

D. If we choose λ = 1
2 and μ = 1

2 and s = 1 in Corollary 2.3, we get

||12 f(a) + 1
2 f(b) − Γ(α + 1)

(b − a)α {𝒥𝒥
(a+b

2 )
+

α f(b) + 𝒥𝒥
(a+b

2 )
−α f(a)}||  

≤ (b − ma)[|f ′(b)|{Ω1
′ + Ω3

′ } + |f ′(ma)|{Ω2
′ + Ω4

′ }].

E. If we take λ = 0 and μ = 1 in Corollary 2.3, we obtain

|f (ma + b
2 ) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(a)}|

≤ (b

− ma) [|f ′(b)| { 1
2s+α(s + α + 1) + α

(s + 1)(s + α + 1) − 1
2s+1(s + 1)}

+ m|f ′(ma)| { 1
2s+1(s + 1) + 2B1

2
(α + 1 , s + 1) − B(α + 1 , s + 1)}].

F. If we choose λ = 1
6, μ = 5

6 and m = 1 in Corollary 2.7, we have
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|16 f(a) + 4
6 f (a + b

2 ) + 1
6 f(b) − Γ(α + 1)

(b − a)α {𝒥𝒥
(a+b

2 )
+

α f(b) + 𝒥𝒥
(a+b

2 )
−α f(a)}|  

≤ (b − a)[|f ′(b)|{Ω1 + Ω3} + |f ′(a)|{Ω2 + Ω4}],
where 

Ω1 ∶= 2α
(s + 1)(s + α + 1)6

s+α+1
α

− 1
6 ∙ 2s+1(s + 1) + 1

2s+α+1(s + α + 1) ;

Ω2 ∶= 1
6(s + 1) + 1

6 ∙ 2s+1(s + 1) −
(1 − 6−1

α)
s+1

3(s + 1) − 2B
6−1

α
(α + 1 , s + 1)

+ B1
2
(α + 1 , s + 1);

Ω3 ∶= 2α
(s + 1)(s + α + 1) (5

6)
s+α+1

α
− 5(2s+1 + 1)

6 ∙ 2s+1(s + 1) + 1
2s+α+1(s + α + 1) + 1

s + α + 1 ;

Ω4 ∶= 5
6 ∙ 2s+1(s + 1) −

5 (1 − (5
6)

1
α)

s+1

3(s + 1) − 2B
(5

6)
1
α

(α + 1 , s + 1) + B1
2
(α + 1 , s + 1)

+ B(α + 1 , s + 1).

B. If we choose λ = 1
6, μ = 5

6 and s = 1 in Corollary 2.3, we obtain 

|16 f(ma) + 4
6 f (ma + b

2 ) + 1
6 f(b)

− Γ(α + 1)
(b − ma)α {𝒥𝒥

(ma+b
2 )

+
α f(b) + 𝒥𝒥

(ma+b
2 )

−α f(a)}| 

≤ (b − ma)[|f ′(b)|{Ω1
′ + Ω3

′ } + |f ′(ma)|{Ω2
′ + Ω4

′ }],
where 

Ω1
′ ∶= α

(2 + α)6
2+α

α
+ 1

(2 + α)22+α − 1
48 ;

Ω2
′ ∶= 5

48 − 1
6 (1 − 1

6
1
α

)
2

− 2 1
(α + 1)6

α+1
α

+ 2 1
(α + 2)6

α+2
α

+ α + 3
(α + 1)(α + 2)2α+2 ;

Ω3
′ ∶= α

(2 + α) (5
6)

2+α
α

+ 1
(2 + α)22+α + 1

2 + α  − 100
48 ;

Ω4
′ ∶= 5

48 − 5
6 (1 − (5

6)
1
α

)
2

− 2
α + 1 (5

6)
α+1

α
+ 2

α + 2 (5
6)

α+2
α

+ α + 3
(α + 1)(α + 2)2α+2

+ 1
(α + 1)(α + 2).

C. If we take λ = 1
2, μ = 1

2 and m = 1 in Corollary 2.3, we have

|1
2 f(a) + 1

2 f(b) − Γ(α + 1)
(b − a)α {𝒥𝒥

(a+b
2 )

+
α f(b) + 𝒥𝒥

(a+b
2 )

−α f(a)}|  

≤ (b − a)[|f ′(b)|{Ω1
1 + Ω3

1} + |f ′(a)|{Ω2
1 + Ω4

1}],
where 

Ω1
1 ∶= 2α

(s + 1)(s + α + 1)
1

2
s+α+1

α
− 1

2s+2(s + 1) + 1
2s+α+1(s + α + 1) ;

Ω2
1 ∶= 1

2(s + 1) + 1
2s+2(s + 1) −

(1 − 2−1
α)

s+1

s + 1 − 2B
2−1

α
(α + 1 , s + 1) + B1

2
(α + 1 , s + 1);

Ω3
1 = 2α

(s + 1)(s + α + 1)
1

2
s+α+1

α
− 1

2s+2(s + 1) − 1
2(s + 1) + 1

2s+α+1(s + α + 1)

+ 1
s + α + 1 ;

Ω4
1 = 1

2s+2(s + 1) −
(1 − 1

2
1
α

)
s+1

s + 1 − 2B
2−1

α
(α + 1 , s + 1) + B1

2
(α + 1 , s + 1)

+ B(α + 1 , s + 1).

D. If we choose λ = 1
2 and μ = 1

2 and s = 1 in Corollary 2.3, we get

||12 f(a) + 1
2 f(b) − Γ(α + 1)

(b − a)α {𝒥𝒥
(a+b

2 )
+

α f(b) + 𝒥𝒥
(a+b

2 )
−α f(a)}||  

≤ (b − ma)[|f ′(b)|{Ω1
′ + Ω3

′ } + |f ′(ma)|{Ω2
′ + Ω4

′ }].

E. If we take λ = 0 and μ = 1 in Corollary 2.3, we obtain

|f (ma + b
2 ) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(a)}|

≤ (b

− ma) [|f ′(b)| { 1
2s+α(s + α + 1) + α

(s + 1)(s + α + 1) − 1
2s+1(s + 1)}

+ m|f ′(ma)| { 1
2s+1(s + 1) + 2B1

2
(α + 1 , s + 1) − B(α + 1 , s + 1)}].

F. If we choose λ = 1
6, μ = 5

6 and m = 1 in Corollary 2.7, we have
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|1
6 f(a) + 4

6 f (a + b
2 ) + 1

6 f(b) − Γ(α + 1)
(b − a)α {𝒥𝒥

(a+b
2 )

+
α f(b) + 𝒥𝒥

(a+b
2 )

−α f(a)}|  

≤ (b − a)
{

( 2α
α + 1

1
6

α+1
α

− 1
6 + 1

α + 1)
1−1

r

∙ (Ω1 |f ′(b)|r + Ω2 |f ′(a)|r)
1
r

+ ( 2α
α + 1 (5

6)
α+1

α
− 5

4 + 1
2α+1(α + 1) + 1

α + 1)
1−1

r

∙ (Ω3 |f ′(b)|r + Ω4 |f ′(a)|r)
1
r

}
.

G. If we take λ = 1
2, μ = 1

2 and m = 1 in Corollary 2.7, we get

|12 f(a) + + 1
2 f(b) − Γ(α + 1)

(b − a)α {𝒥𝒥
(a+b

2 )
+

α f(b) + 𝒥𝒥
(a+b

2 )
−α f(a)}|  

≤ (b − a) {( 2α
α + 1

1
2

α+1
α

− 1
2 + 1

α + 1)
1−1

r
∙ (Ω1

1 |f ′(b)|r + Ω2
1 |f ′(a)|r)

1
r

+ ( 2α
α + 1

1
2

α+1
α

− 3
4 + 1

2α+1(α + 1) + 1
α + 1)

1−1
r

∙ (Ω3
1 |f ′(b)|r + Ω4

1 |f ′(a)|r)
1
r}.

H. If we choose λ = 0 and μ = 1 in Corollary 2.7, we obtain

|f (ma + b
2 ) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(a)}|

≤ (b − ma)

∙ {( 1
α + 1)

1−1
r

∙ [ 1
2s+α+1(s + α + 1) |f ′(b)|r + mB1

2
(α + 1 , s + 1)|f ′(ma)|r]

1
r

+ ( 3α
α + 1 − 3

2 + 1
2α+1(α + 1))

1−1
r

∙ [( α
(s + 1)(s + α + 1) − 1

2s+1(s + 1) + 1
2s+α+1(s + α + 1)) |f ′(b)|r

+ m ( 1
2s+1(s + 1) − B(α + 1 , s + 1) + B1

2
(α + 1 , s + 1)) |f ′(ma)|r]

1
r
}.

I. If we take λ = 1
6, μ = 5

6 and m = 1 in Corollary 2.10, we have

|1
6 f(a) + 4

6 f (a + b
2 ) + 1

6 f(b) − Γ(α + 1)
(b − a)α {𝒥𝒥

(a+b
2 )

+
α f(b) + 𝒥𝒥

(a+b
2 )

−α f(a)}|

≤ (b − a)

∙ {(∫ |tα − 1
6|

q
dt

1
2

0
)

1
q

( 1
(s + 1)2s+1 |f ′(b)|r

+ m 2s+1 − 1
(s + 1)2s+1  |f ′(a)|r)

1
r

+ (∫ |tα − 5
6|

q
dt

1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

J. If we choose λ = 1
2, μ = 1

2 and m = 1 in Corollary 2.10, we get

|1
2 f(a) + 1

2 f(b) − Γ(α + 1)
(b − a)α {𝒥𝒥

(a+b
2 )

+
α f(b) + 𝒥𝒥

(a+b
2 )

−α f(a)}|

≤ (b − a) {(∫ |tα − 1
2|

q
dt

1
2

0
)

1
q

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

+ (∫ |tα − 1
2 |

q
dt

1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

K. If we take λ=0 and μ=1 in Corollary 2.10, we obtain

|f (ma + b
2 ) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(a)}|

≤ (b − ma) {( 1
α + q + 1)

1
q

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + m 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

+ (∫ |tα −  1|qdt
1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.
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|16 f(a) + 4
6 f (a + b

2 ) + 1
6 f(b) − Γ(α + 1)

(b − a)α {𝒥𝒥
(a+b

2 )
+

α f(b) + 𝒥𝒥
(a+b

2 )
−α f(a)}|  

≤ (b − a)
{

( 2α
α + 1

1
6

α+1
α

− 1
6 + 1

α + 1)
1−1

r

∙ (Ω1 |f ′(b)|r + Ω2 |f ′(a)|r)
1
r

+ ( 2α
α + 1 (5

6)
α+1

α
− 5

4 + 1
2α+1(α + 1) + 1

α + 1)
1−1

r

∙ (Ω3 |f ′(b)|r + Ω4 |f ′(a)|r)
1
r

}
.

G. If we take λ = 1
2, μ = 1

2 and m = 1 in Corollary 2.7, we get

|12 f(a) + + 1
2 f(b) − Γ(α + 1)

(b − a)α {𝒥𝒥
(a+b

2 )
+

α f(b) + 𝒥𝒥
(a+b

2 )
−α f(a)}|  

≤ (b − a) {( 2α
α + 1

1
2

α+1
α

− 1
2 + 1

α + 1)
1−1

r
∙ (Ω1

1 |f ′(b)|r + Ω2
1 |f ′(a)|r)

1
r

+ ( 2α
α + 1

1
2

α+1
α

− 3
4 + 1

2α+1(α + 1) + 1
α + 1)

1−1
r

∙ (Ω3
1 |f ′(b)|r + Ω4

1 |f ′(a)|r)
1
r}.

H. If we choose λ = 0 and μ = 1 in Corollary 2.7, we obtain

|f (ma + b
2 ) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(a)}|

≤ (b − ma)

∙ {( 1
α + 1)

1−1
r

∙ [ 1
2s+α+1(s + α + 1) |f ′(b)|r + mB1

2
(α + 1 , s + 1)|f ′(ma)|r]

1
r

+ ( 3α
α + 1 − 3

2 + 1
2α+1(α + 1))

1−1
r

∙ [( α
(s + 1)(s + α + 1) − 1

2s+1(s + 1) + 1
2s+α+1(s + α + 1)) |f ′(b)|r

+ m ( 1
2s+1(s + 1) − B(α + 1 , s + 1) + B1

2
(α + 1 , s + 1)) |f ′(ma)|r]

1
r
}.

I. If we take λ = 1
6, μ = 5

6 and m = 1 in Corollary 2.10, we have

|1
6 f(a) + 4

6 f (a + b
2 ) + 1

6 f(b) − Γ(α + 1)
(b − a)α {𝒥𝒥

(a+b
2 )

+
α f(b) + 𝒥𝒥

(a+b
2 )

−α f(a)}|

≤ (b − a)

∙ {(∫ |tα − 1
6|

q
dt

1
2

0
)

1
q

( 1
(s + 1)2s+1 |f ′(b)|r

+ m 2s+1 − 1
(s + 1)2s+1  |f ′(a)|r)

1
r

+ (∫ |tα − 5
6|

q
dt

1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

J. If we choose λ = 1
2, μ = 1

2 and m = 1 in Corollary 2.10, we get

|1
2 f(a) + 1

2 f(b) − Γ(α + 1)
(b − a)α {𝒥𝒥

(a+b
2 )

+
α f(b) + 𝒥𝒥

(a+b
2 )

−α f(a)}|

≤ (b − a) {(∫ |tα − 1
2|

q
dt

1
2

0
)

1
q

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

+ (∫ |tα − 1
2 |

q
dt

1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.

K. If we take λ=0 and μ=1 in Corollary 2.10, we obtain

|f (ma + b
2 ) − Γ(α + 1)

(b − ma)α {𝒥𝒥
(ma+b

2 )
+

α f(b) + 𝒥𝒥
(ma+b

2 )
−α f(a)}|

≤ (b − ma) {( 1
α + q + 1)

1
q

∙ ( 1
(s + 1)2s+1 |f ′(b)|r + m 2s+1 − 1

(s + 1)2s+1  |f ′(a)|r)
1
r

+ (∫ |tα −  1|qdt
1

1
2

)

1
q

∙ ( 2s+1 − 1
(s + 1)2s+1 |f ′(b)|r + m 1

(s + 1)2s+1  |f ′(a)|r)
1
r
}.
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4. APPLICATIONS

Consider the following special means for different positive real numbers a < b:

 Arithmetic mean:  A(a, b) ∶= a+b
2 ;

 The k–generalized log-mean: Lk(a, b) ∶= [bk+1−ak+1

(k+1)(b−a)]
1
k ,   k ∈ ℝ\{−1, 0}.

Proposition 4.1. Let 0 < a < b and s ∈ (0, 1], then

|2A(as, bs) + 4As(a, b) − 6Ls
s (a, b)| ≤ s(b − a)[as−1ℳ + bs−1ℵ],  (25)

where 

ℳ ∶= 30
2s+1(s + 1)(s + 2) + s − 4

(s + 1)(𝑠𝑠 𝑠𝑠 ) + 9 ∙ 5s+1 + 10s + 21
3 ∙ 6s(s + 1)(s + 2)

and 

ℵ ∶= 5s+2 + 1
3 ∙ 6s(s + 1)(s + 2) + 2s+1(s − 4) − 6

2s+1(s + 1)(s + 2).

Proof. Taking f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.3 with λ = 1
6 , μ = 5

6 ,
α = 1 and m = 1, we obtain the desired result.

Proposition 4.2. Let 0 < a < b, s ∈ (0, 1], then

|A(as, bs) − Ls
s (a, b)|

≤ s(b − a) [as−1 ( 1
s + 2 − 1

s + 1 − s + 2
2s+1(s + 1)(s + 2))  (26)

+ bs−1 ( 2
2s+1(s + 1)(s + 2) + s

2(s + 1)(s + 2))].

Proof. Choosing f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a <b in Corollary 2.3 with λ = 1
2 , μ =

1
2 , α = 1 and m = 1, we deduce the desired result.

Proposition 4.3. Let 0 < a < b, s ∈ (0, 1], then

|As(a, b) − Ls
s (a, b)|

≤ s(b − a) [as−1 ( s + 1
2s+2(s + 1)(s + 2)) + bs−1 ( 2s+1 − 1

2s+1(s + 1)(s + 2))].    (27)

Proof. Taking f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.3 with λ = 0, μ = 1,
α = 1 and m = 1, we get the desired result.

Proposition 4.4. Let 0 < a < b, s ∈ (0, 1] and r ≥ 1, then

|2A(as, bs) + 4As(a, b) − 6Ls
s (a, b)|

≤ s(b − a)  (28)

∙ {(13
6 )

1−1
r

( 1
(s + 1)(s + 2) [ 2

6s+1 + 2s + 1
2s+1 ] b(s−1)r

+ [ s − 4
(s + 1)(s + 2) − 2s + 7

2s+1(s + 1)(s + 2) + 2 ∙ 5s+2

(s + 1)(s + 2)6s+1] a(s−1)r)
1
r

+ (55
12)

1−1
r

([ 2 ∙ 5s+2

6s+1(s + 1)(s + 2) − 2s + 7
2s+1(s + 1)(s + 2)

+ s − 4
(s + 1)(s + 2)] b(s−1)r + 1

(s + 1)(s + 2) [ 2
6s+1 + 2s + 1

2s+1 ] a(s−1)r)
1
r
}.

Proof. Choosing f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.7 with λ = 1
6 , μ =

5
6 , α = 1 and m = 1, we have the desired result.

Proposition 4.5. Let 0 < a < b, s ∈ (0, 1] and r ≥ 1, then 

|A(as, bs) − Ls
s (a, b)|
≤ s(b − a)  (29)

∙ {(1
4)

1−1
r

( 1
2s+2(s + 1)(s + 2) b(s−1)r + 1 + s2s+1

2s+2(s + 1)(s + 2) a(s−1)r)
1
r

+ (1
8)

1−1
r

( 1 + s2s+1

2s+2(s + 1)(s + 2) b(s−1)r +  1
2s+2(s + 1)(s + 2) a(s−1)r)

1
r
}.

Proof. Taking f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.7 with λ = 1
2 , μ = 1

2 ,
𝛼𝛼 = 1 and m = 1, we obtain the desired result.

Proposition 4.6. Let 0 < a < b, s ∈ (0, 1] and r ≥ 1, then 

|As(a, b) − Ls
s (a, b)|

≤ s(b − a)  (30)

∙ {(1
2)

1−1
r

( 1
2s+2(s + 2) b(s−1)r + 2s+2 − s − 3

2s+2(s + 1)(s + 2) a(s−1)r)
1
r

+ (1
8)

1−1
r

( 2s+2 − s − 3
2s+2(s + 1)(s + 2) b(s−1)r +  1

2s+2(s + 2) a(s−1)r)
1
r
}.

Proof. Choosing f(x) = xs for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.7 with λ = 0, μ =
1, 𝛼𝛼 = 1 and m = 1, we get the desired result.
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4. APPLICATIONS

Consider the following special means for different positive real numbers a < b:

 Arithmetic mean:  A(a, b) ∶= a+b
2 ;

 The k–generalized log-mean: Lk(a, b) ∶= [bk+1−ak+1

(k+1)(b−a)]
1
k ,   k ∈ ℝ\{−1, 0}.

Proposition 4.1. Let 0 < a < b and s ∈ (0, 1], then

|2A(as, bs) + 4As(a, b) − 6Ls
s (a, b)| ≤ s(b − a)[as−1ℳ + bs−1ℵ],  (25)

where 

ℳ ∶= 30
2s+1(s + 1)(s + 2) + s − 4

(s + 1)(𝑠𝑠 𝑠𝑠 ) + 9 ∙ 5s+1 + 10s + 21
3 ∙ 6s(s + 1)(s + 2)

and 

ℵ ∶= 5s+2 + 1
3 ∙ 6s(s + 1)(s + 2) + 2s+1(s − 4) − 6

2s+1(s + 1)(s + 2).

Proof. Taking f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.3 with λ = 1
6 , μ = 5

6 ,
α = 1 and m = 1, we obtain the desired result.

Proposition 4.2. Let 0 < a < b, s ∈ (0, 1], then

|A(as, bs) − Ls
s (a, b)|

≤ s(b − a) [as−1 ( 1
s + 2 − 1

s + 1 − s + 2
2s+1(s + 1)(s + 2))  (26)

+ bs−1 ( 2
2s+1(s + 1)(s + 2) + s

2(s + 1)(s + 2))].

Proof. Choosing f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a <b in Corollary 2.3 with λ = 1
2 , μ =

1
2 , α = 1 and m = 1, we deduce the desired result.

Proposition 4.3. Let 0 < a < b, s ∈ (0, 1], then

|As(a, b) − Ls
s (a, b)|

≤ s(b − a) [as−1 ( s + 1
2s+2(s + 1)(s + 2)) + bs−1 ( 2s+1 − 1

2s+1(s + 1)(s + 2))].    (27)

Proof. Taking f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.3 with λ = 0, μ = 1,
α = 1 and m = 1, we get the desired result.

Proposition 4.4. Let 0 < a < b, s ∈ (0, 1] and r ≥ 1, then

|2A(as, bs) + 4As(a, b) − 6Ls
s (a, b)|

≤ s(b − a)  (28)

∙ {(13
6 )

1−1
r

( 1
(s + 1)(s + 2) [ 2

6s+1 + 2s + 1
2s+1 ] b(s−1)r

+ [ s − 4
(s + 1)(s + 2) − 2s + 7

2s+1(s + 1)(s + 2) + 2 ∙ 5s+2

(s + 1)(s + 2)6s+1] a(s−1)r)
1
r

+ (55
12)

1−1
r

([ 2 ∙ 5s+2

6s+1(s + 1)(s + 2) − 2s + 7
2s+1(s + 1)(s + 2)

+ s − 4
(s + 1)(s + 2)] b(s−1)r + 1

(s + 1)(s + 2) [ 2
6s+1 + 2s + 1

2s+1 ] a(s−1)r)
1
r
}.

Proof. Choosing f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.7 with λ = 1
6 , μ =

5
6 , α = 1 and m = 1, we have the desired result.

Proposition 4.5. Let 0 < a < b, s ∈ (0, 1] and r ≥ 1, then 

|A(as, bs) − Ls
s (a, b)|
≤ s(b − a)  (29)

∙ {(1
4)

1−1
r

( 1
2s+2(s + 1)(s + 2) b(s−1)r + 1 + s2s+1

2s+2(s + 1)(s + 2) a(s−1)r)
1
r

+ (1
8)

1−1
r

( 1 + s2s+1

2s+2(s + 1)(s + 2) b(s−1)r +  1
2s+2(s + 1)(s + 2) a(s−1)r)

1
r
}.

Proof. Taking f(x) = xs  for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.7 with λ = 1
2 , μ = 1

2 ,
𝛼𝛼 = 1 and m = 1, we obtain the desired result.

Proposition 4.6. Let 0 < a < b, s ∈ (0, 1] and r ≥ 1, then 

|As(a, b) − Ls
s (a, b)|

≤ s(b − a)  (30)

∙ {(1
2)

1−1
r

( 1
2s+2(s + 2) b(s−1)r + 2s+2 − s − 3

2s+2(s + 1)(s + 2) a(s−1)r)
1
r

+ (1
8)

1−1
r

( 2s+2 − s − 3
2s+2(s + 1)(s + 2) b(s−1)r +  1

2s+2(s + 2) a(s−1)r)
1
r
}.

Proof. Choosing f(x) = xs for x > 0, s ∈ (0, 1], 0 < a < b in Corollary 2.7 with λ = 0, μ =
1, 𝛼𝛼 = 1 and m = 1, we get the desired result.
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5. CONCLUSIONS

In this paper, we derived a new integral identity for differentiable functions with two parameters 
involving generalized fractional integral operators. Using this as an auxiliary result, we deduced 
several new Simpson type inequalities for (s,m)-differentiable convex functions and several 
special cases are found for suitable choices of uniformly convex functions, and many known 
results are recaptured. To validate the accuracy of our main results, we offer some nice 
examples using special means for positive real numbers. Our results can be extended and 
refined in quantum and post-quantum calculus, and can open many avenues for interested 
researchers working in this field. Moreover, they can discover further approximations and error 
quadrature formulas for different kinds of fractional integral operators and convex functions.
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Abstract 

In this paper, we obtain some new tempered fractional Hermite-Hadamard type inequalities 
for uniformly convex functions. Moreover, using a new identity as an auxiliary result, we 
deduce several inequalities for uniformly convex functions pertaining to tempered fractional 
integrals, and some special cases are given as well. To validate the accuracy of our main 
results, we offer some nice examples. 
Keywords: Hermite-Hadamard inequalities; Uniformly convex functions; Tempered fractional 
integral operators; Hölder's inequality; Power-mean inequality.

1. INTRODUCTION

One effective technique that is primarily utilised to address several challenges in both pure 
and applied research is the convexity of functions. There are several important properties of 
symmetric convex sets. The Hermite-Hadamard inequality (H-H), one of the most significant 
mathematical inequality linked to convex function, is what follows and is often utilised in 
many other branches of computer mathematics. 

Theorem 1.1. [1]: Suppose that f: I ⊆ R ⟶ R is a convex function and a, b ∈ I with a ≠ b,
then

f (a + b
2 ) ≤ 1

b − a∫ f(t)dt ≤ f(a) + f(b)
2 .

b

a

Due to the significance of this inequality, over the past ten years, numerous types of 
convexity, such as harmonically convex, exponentially convex, co-ordinated convex 
functions, etc., have been explored in the literature along with versions of the H-H inequality. 
In addition, numerous authors have helped this subject advance by using the discovered 
kernels and identities, see [2-13] and the references therein. 

The following definitions can be found in [14-16].

Definition 1.1. Let f: I ⊆ R ⟶ R be a function. Then f is called uniformly convex with
modulus ψ: [0, +∞[ ⟶ [0,+∞[ if ψ is increasing, ψ vanishes only at 0, and

f(tx + (1 − t)y) + t(1 − t)ψ(|x − y|) ≤ tf(x) + (1 − t)f(y),  (1.1)

for each x, y ∈ R and t ∈ [0, 1].
If we take ψ(t) ≡ 0 in (1.1), then we get the well-known definition of convex function. 

In the following we give a simple example of a uniformly convex function ([14], Corollary 
2.14).

Example 1.1. The function f(t) = t2 is uniformly convex with modulus ψ(t) = t2 for all t ≥
0.

For further recently published papers about uniformly convexity property, see [17-20].

Fractional calculus has emerged as one of the most important interdisciplinary subjects. In 
recent past it experienced rapid development and consequently several new generalizations of 
classical concepts of fractional calculus have been obtained in the literature, see [15,21].

The classical Riemann-Liouville fractional integrals are defined as follows.

Definition 1.2. [15,21]: Let f ∈ L[𝑎𝑎𝑎 𝑎] ( the set of all Lebesgues integrable functions on 

[𝑎𝑎𝑎 𝑎]) . Then the Riemann-Liouville integrals Ja+
α f and Jb−α f of order α > 0 with a ≥ 0 are

defined by

Ja+
α f(x) ∶= 1

Γ(α) ∫(x − t)α−1
x

a

f(t)dt,      x > a

and

Jb−α f(x) ∶= 1
Γ(α) ∫(t − x)α−1

b

x

f(t)dt,      x < b,

where 

Γ(x) ∶= ∫ e−ttx−1
∞

0

dt,

is the well-known gamma function. 

Fractional analogues of integral inequalities have a great many applications in numerical 
quadrature, transform theory, probability, statistical problems etc. Therefore, a significant and 
rapid development in this field has been noticed, see [22-27].

Fractional calculus is currently concerned with the study of so-called fractional order integral 
and derivative functions over real and complex domains, as well as its applications. The 
findings drawn from fractional mathematical models are more conclusive and accurate than 
those drawn from classical mathematical models because they are particular examples of 
fractional order mathematical models. To describe the specific transmission patterns of the 
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Abstract 

In this paper, we obtain some new tempered fractional Hermite-Hadamard type inequalities 
for uniformly convex functions. Moreover, using a new identity as an auxiliary result, we 
deduce several inequalities for uniformly convex functions pertaining to tempered fractional 
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results, we offer some nice examples. 
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1. INTRODUCTION

One effective technique that is primarily utilised to address several challenges in both pure 
and applied research is the convexity of functions. There are several important properties of 
symmetric convex sets. The Hermite-Hadamard inequality (H-H), one of the most significant 
mathematical inequality linked to convex function, is what follows and is often utilised in 
many other branches of computer mathematics. 

Theorem 1.1. [1]: Suppose that f: I ⊆ R ⟶ R is a convex function and a, b ∈ I with a ≠ b,
then

f (a + b
2 ) ≤ 1

b − a∫ f(t)dt ≤ f(a) + f(b)
2 .

b

a

Due to the significance of this inequality, over the past ten years, numerous types of 
convexity, such as harmonically convex, exponentially convex, co-ordinated convex 
functions, etc., have been explored in the literature along with versions of the H-H inequality. 
In addition, numerous authors have helped this subject advance by using the discovered 
kernels and identities, see [2-13] and the references therein. 

The following definitions can be found in [14-16].

Definition 1.1. Let f: I ⊆ R ⟶ R be a function. Then f is called uniformly convex with
modulus ψ: [0, +∞[ ⟶ [0,+∞[ if ψ is increasing, ψ vanishes only at 0, and

f(tx + (1 − t)y) + t(1 − t)ψ(|x − y|) ≤ tf(x) + (1 − t)f(y),  (1.1)

for each x, y ∈ R and t ∈ [0, 1].
If we take ψ(t) ≡ 0 in (1.1), then we get the well-known definition of convex function. 

In the following we give a simple example of a uniformly convex function ([14], Corollary 
2.14).

Example 1.1. The function f(t) = t2 is uniformly convex with modulus ψ(t) = t2 for all t ≥
0.

For further recently published papers about uniformly convexity property, see [17-20].

Fractional calculus has emerged as one of the most important interdisciplinary subjects. In 
recent past it experienced rapid development and consequently several new generalizations of 
classical concepts of fractional calculus have been obtained in the literature, see [15,21].

The classical Riemann-Liouville fractional integrals are defined as follows.

Definition 1.2. [15,21]: Let f ∈ L[𝑎𝑎𝑎 𝑎] ( the set of all Lebesgues integrable functions on 

[𝑎𝑎𝑎 𝑎]) . Then the Riemann-Liouville integrals Ja+
α f and Jb−α f of order α > 0 with a ≥ 0 are

defined by

Ja+
α f(x) ∶= 1

Γ(α) ∫(x − t)α−1
x

a

f(t)dt,      x > a

and

Jb−α f(x) ∶= 1
Γ(α) ∫(t − x)α−1

b

x

f(t)dt,      x < b,

where 

Γ(x) ∶= ∫ e−ttx−1
∞

0

dt,

is the well-known gamma function. 

Fractional analogues of integral inequalities have a great many applications in numerical 
quadrature, transform theory, probability, statistical problems etc. Therefore, a significant and 
rapid development in this field has been noticed, see [22-27].

Fractional calculus is currently concerned with the study of so-called fractional order integral 
and derivative functions over real and complex domains, as well as its applications. The 
findings drawn from fractional mathematical models are more conclusive and accurate than 
those drawn from classical mathematical models because they are particular examples of 
fractional order mathematical models. To describe the specific transmission patterns of the 
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endemics and comprehend how infection impacts a new population, various mathematical 
models are applied, see [28-36]. In recent years, mathematicians have become more and more 
interested in using a variety of cutting-edge theories of fractional integral operators to 
demonstrate well-known inequalities. 

Let's sum up by reviewing the definition of tempered fractional integral operators that will be 
utilised in the continuation. 

Definition 1.3. [21]: Let f ∈ L[a, b], where 0 ≤ a < b. Then for λ ≥ 0, the tempered fractional 
integral operators Ia+

α,λf and Ib−
α,λf of order α > 0 are defined as

Ia+
α,λf(x) ∶= 1

Γ(α) ∫(x − t)α−1e−λ(x−t)
x

a

f(t)dt,      x > a

and

Ib−
α,λf(x) ∶= 1

Γ(α) ∫(t − x)α−1
b

x

e−λ(t−x)f(t)dt,      x < b,

respectively. 

Definition 1.4. For any real number α > 0 and x, λ ≥ 0, the λ- incomplete gamma function is 
defined as

γλ(α, x) ≔ ∫ tα−1e−λtdt.
x

0
From Definition 1.4, we obtain the following relation

γλ(b−a)(α, 1) = γλ(α, b − a)
(b − a)α .

Our final paper is organised as follows: For uniformly convex functions, we will find new 
tempered fractional integral H-H type inequalities and some known results will be recaptured 
as special cases of our result in Section 2. We will derive many inequalities for uniformly 
convex functions relevant to tempered fractional integrals in Section 3 utilising a new identity 
as an auxiliary result and the well-known Hölder and power-mean inequalities. In Section 4,
we provide several nice examples for appropriate selections of uniformly convex functions to 
verify the veracity of our results. In Section 5, the conclusions and recommendations for 
further study will be provided. 

2. MAIN RESULTS

The tempered fractional H-H type inequalities for uniformly convex functions are given as 
follows: 

Theorem 2.1. Let f: I ⊆ R ⟶ [0, +∞[ be uniformly convex function with modulus ψ, where 
0 ≤ a < b. Then for α > 0 and λ ≥ 0, the following inequalities hold true:

f (a + b
2 ) + 1

2α+2γλ(α, b − a) Θ(α, λ;  ψ) ≤ Γ(α)
2γλ(α, b − a) [Ia+

α,λf(b) + Ib−
α,λf(a)]

≤ γλ(α, b − a)
(b − a)α (f(a) + f(b)

2 ) + [γλ(α + 2, b − a)
(b − a)α+2 − γλ(α + 1, b − a)

(b − a)α+1 ] ψ(|a − b|),      (2.1)

where 

Θ(α, λ;  ψ) ≔ ∫ (b − a − t)α−1e−λ
2(b−a−t)

b−a

a−b

ψ(|t|)dt.

Proof. Taking t = 1
2 in (1.1), we have 

f (x + y
2 ) + 1

4 ψ(|x − y|) ≤ f(x) + f(y)
2 .  (2.2)

Now in (2.2), set x = ta + (1 − t)b and y = (1 − t)a + tb, we get 

f (a + b
2 ) + 1

4 ψ(|(2t − 1)(a − b)|) ≤ f(ta + (1 − t)b ) + f((1 − t)a + tb)
2 .  (2.3)

Multiplying (2.3) on both sides with tα−1e−λ(b−a)t and integrating on [0, 1] with respect to t,
we obtain

f (a + b
2 ) ∫ tα−1e−λ(b−a)tdt

1

0

+ 1
4 ∫ tα−1e−λ(b−a)tψ(|(2t − 1)(a − b)|)dt

1

0

≤ 1
2 [∫ tα−1e−λ(b−a)tf(ta + (1 − t)b )dt + ∫ tα−1e−λ(b−a)tf((1 − t)a + tb)dt

1

0

1

0

].

From easy calculations, we deduce 

f (a + b
2 ) + 1

2α+2γλ(α, b − a) Θ(α, λ;  ψ) ≤ Γ(α)
2γλ(α, b − a) [Ia+

α,λf(b) + Ib−
α,λf(a)],

which is the left hand side of (2.1). In order to prove the right hand side of (2.1), since f be 
uniformly convex function with modulus ψ, we have

f(tx + (1 − t)y) + t(1 − t)ψ(|x − y|) ≤ tf(x) + (1 − t)f(y),

f(ty + (1 − t)x) + t(1 − t)ψ(|x − y|) ≤ tf(y) + (1 − t)f(x).

Adding above inequalities, we get 

f(tx + (1 − t)y) + f(ty + (1 − t)x) + 2t(1 − t)ψ(|x − y|) ≤ f(x) + f(y).     (2.4)

Putting x = a and y = b in (2.4), we obtain 

f(ta + (1 − t)b) + f(tb + (1 − t)a) + 2t(1 − t)ψ(|a − b|) ≤ f(a) + f(b).     (2.5)
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endemics and comprehend how infection impacts a new population, various mathematical 
models are applied, see [28-36]. In recent years, mathematicians have become more and more 
interested in using a variety of cutting-edge theories of fractional integral operators to 
demonstrate well-known inequalities. 

Let's sum up by reviewing the definition of tempered fractional integral operators that will be 
utilised in the continuation. 

Definition 1.3. [21]: Let f ∈ L[a, b], where 0 ≤ a < b. Then for λ ≥ 0, the tempered fractional 
integral operators Ia+

α,λf and Ib−
α,λf of order α > 0 are defined as

Ia+
α,λf(x) ∶= 1

Γ(α) ∫(x − t)α−1e−λ(x−t)
x

a

f(t)dt,      x > a

and

Ib−
α,λf(x) ∶= 1

Γ(α) ∫(t − x)α−1
b

x

e−λ(t−x)f(t)dt,      x < b,

respectively. 

Definition 1.4. For any real number α > 0 and x, λ ≥ 0, the λ- incomplete gamma function is 
defined as

γλ(α, x) ≔ ∫ tα−1e−λtdt.
x

0
From Definition 1.4, we obtain the following relation

γλ(b−a)(α, 1) = γλ(α, b − a)
(b − a)α .

Our final paper is organised as follows: For uniformly convex functions, we will find new 
tempered fractional integral H-H type inequalities and some known results will be recaptured 
as special cases of our result in Section 2. We will derive many inequalities for uniformly 
convex functions relevant to tempered fractional integrals in Section 3 utilising a new identity 
as an auxiliary result and the well-known Hölder and power-mean inequalities. In Section 4,
we provide several nice examples for appropriate selections of uniformly convex functions to 
verify the veracity of our results. In Section 5, the conclusions and recommendations for 
further study will be provided. 

2. MAIN RESULTS

The tempered fractional H-H type inequalities for uniformly convex functions are given as 
follows: 

Theorem 2.1. Let f: I ⊆ R ⟶ [0, +∞[ be uniformly convex function with modulus ψ, where 
0 ≤ a < b. Then for α > 0 and λ ≥ 0, the following inequalities hold true:

f (a + b
2 ) + 1

2α+2γλ(α, b − a) Θ(α, λ;  ψ) ≤ Γ(α)
2γλ(α, b − a) [Ia+

α,λf(b) + Ib−
α,λf(a)]

≤ γλ(α, b − a)
(b − a)α (f(a) + f(b)

2 ) + [γλ(α + 2, b − a)
(b − a)α+2 − γλ(α + 1, b − a)

(b − a)α+1 ] ψ(|a − b|),      (2.1)

where 

Θ(α, λ;  ψ) ≔ ∫ (b − a − t)α−1e−λ
2(b−a−t)

b−a

a−b

ψ(|t|)dt.

Proof. Taking t = 1
2 in (1.1), we have 

f (x + y
2 ) + 1

4 ψ(|x − y|) ≤ f(x) + f(y)
2 .  (2.2)

Now in (2.2), set x = ta + (1 − t)b and y = (1 − t)a + tb, we get 

f (a + b
2 ) + 1

4 ψ(|(2t − 1)(a − b)|) ≤ f(ta + (1 − t)b ) + f((1 − t)a + tb)
2 .  (2.3)

Multiplying (2.3) on both sides with tα−1e−λ(b−a)t and integrating on [0, 1] with respect to t,
we obtain

f (a + b
2 ) ∫ tα−1e−λ(b−a)tdt

1

0

+ 1
4 ∫ tα−1e−λ(b−a)tψ(|(2t − 1)(a − b)|)dt

1

0

≤ 1
2 [∫ tα−1e−λ(b−a)tf(ta + (1 − t)b )dt + ∫ tα−1e−λ(b−a)tf((1 − t)a + tb)dt

1

0

1

0

].

From easy calculations, we deduce 

f (a + b
2 ) + 1

2α+2γλ(α, b − a) Θ(α, λ;  ψ) ≤ Γ(α)
2γλ(α, b − a) [Ia+

α,λf(b) + Ib−
α,λf(a)],

which is the left hand side of (2.1). In order to prove the right hand side of (2.1), since f be 
uniformly convex function with modulus ψ, we have

f(tx + (1 − t)y) + t(1 − t)ψ(|x − y|) ≤ tf(x) + (1 − t)f(y),

f(ty + (1 − t)x) + t(1 − t)ψ(|x − y|) ≤ tf(y) + (1 − t)f(x).

Adding above inequalities, we get 

f(tx + (1 − t)y) + f(ty + (1 − t)x) + 2t(1 − t)ψ(|x − y|) ≤ f(x) + f(y).     (2.4)

Putting x = a and y = b in (2.4), we obtain 

f(ta + (1 − t)b) + f(tb + (1 − t)a) + 2t(1 − t)ψ(|a − b|) ≤ f(a) + f(b).     (2.5)
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Multiplying (2.5) on both sides with 12 tα−1e−λ(b−a)t and integrating on [0, 1] with respect to
t, we have

1
2 [∫ tα−1e−λ(b−a)tf(ta + (1 − t)b)dt

1

0

+ ∫ tα−1e−λ(b−a)tf(tb + (1 − t)a)dt
1

0

]

+ ∫ tα−1e−λ(b−a)tt(1 − t)ψ(|a − b|)dt
1

0

≤ (f(a) + f(b)
2 ) ∫ tα−1e−λ(b−a)tdt

1

0

.

From easy calculations, we get 

Γ(α)
2γλ(α, b − a) [Ia+

α,λf(b) + Ib−
α,λf(a)]

≤ γλ(α, b − a)
(b − a)α (f(a) + f(b)

2 ) + [γλ(α + 2, b − a)
(b − a)α+2 − γλ(α + 1, b − a)

(b − a)α+1 ] ψ(|a − b|),

which is the right hand side of (2.1). The proof of Theorem 2.1 is completed. ∎

Corollary 2.1. Taking α = 1 and λ = 0 in Theorem 2.1, we have 

f (a + b
2 ) + 1

8( b − a) ∫ ψ(|t|)
b−a

a−b

dt ≤ 1
b − a ∫ f(t)dt

b

a

≤ f(a) + f(b)
2 − 1

6 ψ(|a − b|),

which is established by Barsam et al. in ([17], Theorem 2).  ∎

Corollary 2.2. Choosing λ = 0 in Theorem 2.1, we get 

f (a + b
2 ) + Γ(α + 1)

2α+2(b − a)α J(a−b)+
α ψ(|a − b|) ≤ Γ(α + 1)

2(b − a)α [Ja+
α f(b) + Jb−α f(a)]

≤ f(a) + f(b)
2 − αβ(α + 1, 2)ψ(|a − b|),

which is obtained by Barsam et al. in ([17], Theorem 8).  ∎

3. FURTHER RESULTS

Before we start this section, we will prove the following lemma which will be used in the 
remaining paper. 

Lemma 3.1. Let f: I ⊆ R ⟶ [0, +∞[ be a differentiable continuous function with 0 ≤ a < b.
Then for α > 0 and λ ≥ 0, the following tempered fractional integral equality holds true:

f(a) + f(b)
2 − 2α−1Γ(α)

γλ(α, b − a) [Ia+
α,2λf (a + b

2 ) + Ib−
α,2λf (a + b

2 )] =
(b − a)α+1

4γλ(α, b − a)

× ∫ γλ(b−a)(α, t)
1

0

[f ′ (a + 1 + t
2 (b − a)) − f ′ (a + 1 − t

2 (b − a))] dt.  (3.1)

Proof. Let us denote, respectively

I1 ≔ ∫ γλ(b−a)(α, t)
1

0

f ′ (a + 1 + t
2 (b − a)) dt,

I2 ≔ ∫ γλ(b−a)(α, t)
1

0

f ′ (a + 1 − t
2 (b − a)) dt.

Then, we have 

∫ γλ(b−a)(α, t)
1

0

[f ′ (a + 1 + t
2 (b − a)) − f ′ (a + 1 − t

2 (b − a))] dt = I1 − I2.    (3.2)

Using integration by parts and changing the variable, we get

I1 = 2
b − a γλ(b−a)(α, t) f (a + 1 + t

2 (b − a))|
0

1

− 2
b − a ∫ tα−1e−λ(b−a)t

1

0

f (a + 1 + t
2 (b − a)) dt

= 2
b − a γλ(b−a)(α, 1)f(b) − ( 2

b − a)
α+1

∫ (t − a + b
2 )

α−1b

a+b
2

e−2λ(t−a+b
2 )f(t)dt

= 2
b − a γλ(b−a)(α, 1)f(b) − ( 2

b − a)
α+1

Γ(α) Ib−
α,2λf (a + b

2 ).

Similarly, 

I2 = − 2
b − a γλ(b−a)(α, 1)f(a) + ( 2

b − a)
α+1

Γ(α) Ia+
α,2λf (a + b

2 ).

Using the following relation 

γλ(b−a)(α, 1) = γλ(α, b − a)
(b − a)α ,

and multiplying both sides of (3.2) with (b−a)α+1

4γλ(α,b−a), we obtain the desired result (3.1).  ∎
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Multiplying (2.5) on both sides with 12 tα−1e−λ(b−a)t and integrating on [0, 1] with respect to
t, we have

1
2 [∫ tα−1e−λ(b−a)tf(ta + (1 − t)b)dt

1

0

+ ∫ tα−1e−λ(b−a)tf(tb + (1 − t)a)dt
1

0

]

+ ∫ tα−1e−λ(b−a)tt(1 − t)ψ(|a − b|)dt
1

0

≤ (f(a) + f(b)
2 ) ∫ tα−1e−λ(b−a)tdt

1

0

.

From easy calculations, we get 

Γ(α)
2γλ(α, b − a) [Ia+

α,λf(b) + Ib−
α,λf(a)]

≤ γλ(α, b − a)
(b − a)α (f(a) + f(b)

2 ) + [γλ(α + 2, b − a)
(b − a)α+2 − γλ(α + 1, b − a)

(b − a)α+1 ] ψ(|a − b|),

which is the right hand side of (2.1). The proof of Theorem 2.1 is completed. ∎

Corollary 2.1. Taking α = 1 and λ = 0 in Theorem 2.1, we have 

f (a + b
2 ) + 1

8( b − a) ∫ ψ(|t|)
b−a

a−b

dt ≤ 1
b − a ∫ f(t)dt

b

a

≤ f(a) + f(b)
2 − 1

6 ψ(|a − b|),

which is established by Barsam et al. in ([17], Theorem 2).  ∎

Corollary 2.2. Choosing λ = 0 in Theorem 2.1, we get 

f (a + b
2 ) + Γ(α + 1)

2α+2(b − a)α J(a−b)+
α ψ(|a − b|) ≤ Γ(α + 1)

2(b − a)α [Ja+
α f(b) + Jb−α f(a)]

≤ f(a) + f(b)
2 − αβ(α + 1, 2)ψ(|a − b|),

which is obtained by Barsam et al. in ([17], Theorem 8).  ∎

3. FURTHER RESULTS

Before we start this section, we will prove the following lemma which will be used in the 
remaining paper. 

Lemma 3.1. Let f: I ⊆ R ⟶ [0, +∞[ be a differentiable continuous function with 0 ≤ a < b.
Then for α > 0 and λ ≥ 0, the following tempered fractional integral equality holds true:

f(a) + f(b)
2 − 2α−1Γ(α)

γλ(α, b − a) [Ia+
α,2λf (a + b

2 ) + Ib−
α,2λf (a + b

2 )] =
(b − a)α+1

4γλ(α, b − a)

× ∫ γλ(b−a)(α, t)
1

0

[f ′ (a + 1 + t
2 (b − a)) − f ′ (a + 1 − t

2 (b − a))] dt.  (3.1)

Proof. Let us denote, respectively

I1 ≔ ∫ γλ(b−a)(α, t)
1

0

f ′ (a + 1 + t
2 (b − a)) dt,

I2 ≔ ∫ γλ(b−a)(α, t)
1

0

f ′ (a + 1 − t
2 (b − a)) dt.

Then, we have 

∫ γλ(b−a)(α, t)
1

0

[f ′ (a + 1 + t
2 (b − a)) − f ′ (a + 1 − t

2 (b − a))] dt = I1 − I2.    (3.2)

Using integration by parts and changing the variable, we get

I1 = 2
b − a γλ(b−a)(α, t) f (a + 1 + t

2 (b − a))|
0

1

− 2
b − a ∫ tα−1e−λ(b−a)t

1

0

f (a + 1 + t
2 (b − a)) dt

= 2
b − a γλ(b−a)(α, 1)f(b) − ( 2

b − a)
α+1

∫ (t − a + b
2 )

α−1b

a+b
2

e−2λ(t−a+b
2 )f(t)dt

= 2
b − a γλ(b−a)(α, 1)f(b) − ( 2

b − a)
α+1

Γ(α) Ib−
α,2λf (a + b

2 ).

Similarly, 

I2 = − 2
b − a γλ(b−a)(α, 1)f(a) + ( 2

b − a)
α+1

Γ(α) Ia+
α,2λf (a + b

2 ).

Using the following relation 

γλ(b−a)(α, 1) = γλ(α, b − a)
(b − a)α ,

and multiplying both sides of (3.2) with (b−a)α+1

4γλ(α,b−a), we obtain the desired result (3.1).  ∎
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Theorem 3.1. Let f: I ⊆ R ⟶ [0,+∞[ be a differentiable continuous function. If |f ′|q is
uniformly convex function with modulus ψ, where 0 ≤ a < b with p > 1 and 1p +

1
q = 1, then

for α > 0 and λ ≥ 0, the following tempered fractional integral inequality holds true:

|f
(a) + f(b)

2 − 2α−1Γ(α)
γλ(α, b − a)

[Ia+
α,2λf (a + b2 ) + Ib−α,2λf (

a + b
2 )]| ≤

(b − a)α+1
4γλ(α, b − a)

C
1
p(γ, p)    (3.3)

× {[14 |f
′(a)|q + 34 |f

′(b)|q − 16ψ(|a − b|)]
1
q
+ [34 |f

′(a)|q + 14 |f
′(b)|q − 16ψ(|a − b|)]

1
q
},

where 

C(γ, p) ≔  ∫[γλ(b−a)(α, t)]
pdt.

1

0

Proof. By using Lemma 3.1, Hölder’s inequality, uniformly convexity of |f ′|q and properties
of modulus, we have

|f
(a) + f(b)

2 − 2α−1Γ(α)
γλ(α, b − a)

[Ia+
α,2λf (a + b2 ) + Ib−α,2λf (

a + b
2 )]| ≤

(b − a)α+1
4γλ(α, b − a)

× ∫|γλ(b−a)(α, t)|
1

0

[|f ′ (a + 1 + t2 (b − a))| + |f ′ (a + 1 − t2 (b − a))|] dt

≤
(b − a)α+1
4γλ(α, b − a)

(∫[γλ(b−a)(α, t)]
pdt

1

0

)

1
p

×
{
(∫ |f ′ (a + 1 + t2 (b − a))|

q1

0

dt)

1
q

+ (∫ |f ′ (a + 1 − t2 (b − a))|
q1

0

dt)

1
q

}

 

≤
(b − a)α+1
4γλ(α, b − a)

C
1
p(γ, p)

×

{

[∫((1 − t2 ) |f ′(a)|q + (1 + t2 ) |f ′(b)|q − 14 (1 − t
2)ψ(|a − b|))dt

1

0

]

1
q

+ [∫((1 + t2 ) |f ′(a)|q + (1 − t2 ) |f ′(b)|q − 14 (1 − t
2)ψ(|a − b|))dt

1

0

]

1
q

}

=
(b − a)α+1

4γλ(α, b − a) C
1
p(γ, p)

× {[1
4 |f ′(a)|q + 3

4 |f ′(b)|q − 1
6 ψ(|a − b|)]

1
q

+ [3
4 |f ′(a)|q + 1

4 |f ′(b)|q − 1
6 ψ(|a − b|)]

1
q
}.

The proof of Theorem 3.1 is completed.  ∎

Corollary 3.1. Taking |f ′| ≤ K in Theorem 3.1, we have

|f(a) + f(b)
2 − 2α−1Γ(α)

γλ(α, b − a) [Ia+
α,2λf (a + b

2 ) + Ib−
α,2λf (a + b

2 )]|

≤
(b − a)α+1

2γλ(α, b − a) C
1
p(γ, p) [Kq − 1

6 ψ(|a − b|)]
1
q

.  ∎

Theorem 3.2. Let f: I ⊆ R ⟶ [0, +∞[ be a differentiable continuous function. If |f ′|q is
uniformly convex function with modulus ψ, where 0 ≤ a < b with q ≥ 1, then for α > 0 and 
λ ≥ 0, the following tempered fractional integral inequality holds true:

|f(a) + f(b)
2 − 2α−1Γ(α)

γλ(α, b − a) [Ia+
α,2λf (a + b

2 ) + Ib−
α,2λf (a + b

2 )]| ≤
(b − a)α+1

4γλ(α, b − a) C1−1
q(γ)    (3.4)

×

{

[1
2 (C(γ) − D(γ))|f ′(a)|q + 1

2 |f ′(b)|q(C(γ) + D(γ)) − 1
4 (C(γ) − E(γ))ψ(|a − b|)]

1
q

+ [1
2 (C(γ) + D(γ))|f ′(a)|q + 1

2 |f ′(b)|q(C(γ) − D(γ)) − 1
4 (C(γ) − E(γ))ψ(|a − b|)]

1
q

}

,

where 

C(γ) ≔ ∫ γλ(b−a)(α, t) dt = γλ(α, b − a)
(b − a)α

1

0

− γλ(α + 1, b − a)
(b − a)α+1

and

D(γ) ≔ ∫ tγλ(b−a)(α, t) dt,       E(γ) ≔ ∫ t2γλ(b−a)(α, t) dt.
1

0

1

0

Proof. By using Lemma 3.1, power-mean inequality, uniformly convexity of |f ′|q and
properties of modulus, we have

|f(a) + f(b)
2 − 2α−1Γ(α)

γλ(α, b − a) [Ia+
α,2λf (a + b

2 ) + Ib−
α,2λf (a + b

2 )]| ≤
(b − a)α+1

4γλ(α, b − a)

276 7th International Conference on Computational Mathematics and Engineering Sciences
20-21 May. 2023, Elazığ - Türkiye



Theorem 3.1. Let f: I ⊆ R ⟶ [0,+∞[ be a differentiable continuous function. If |f ′|q is
uniformly convex function with modulus ψ, where 0 ≤ a < b with p > 1 and 1p +

1
q = 1, then

for α > 0 and λ ≥ 0, the following tempered fractional integral inequality holds true:

|f
(a) + f(b)

2 − 2α−1Γ(α)
γλ(α, b − a)

[Ia+
α,2λf (a + b2 ) + Ib−α,2λf (

a + b
2 )]| ≤

(b − a)α+1
4γλ(α, b − a)

C
1
p(γ, p)    (3.3)

× {[14 |f
′(a)|q + 34 |f

′(b)|q − 16ψ(|a − b|)]
1
q
+ [34 |f

′(a)|q + 14 |f
′(b)|q − 16ψ(|a − b|)]

1
q
},

where 

C(γ, p) ≔  ∫[γλ(b−a)(α, t)]
pdt.

1

0

Proof. By using Lemma 3.1, Hölder’s inequality, uniformly convexity of |f ′|q and properties
of modulus, we have

|f
(a) + f(b)

2 − 2α−1Γ(α)
γλ(α, b − a)

[Ia+
α,2λf (a + b2 ) + Ib−α,2λf (

a + b
2 )]| ≤

(b − a)α+1
4γλ(α, b − a)

× ∫|γλ(b−a)(α, t)|
1

0

[|f ′ (a + 1 + t2 (b − a))| + |f ′ (a + 1 − t2 (b − a))|] dt

≤
(b − a)α+1
4γλ(α, b − a)

(∫[γλ(b−a)(α, t)]
pdt

1

0

)

1
p

×
{
(∫ |f ′ (a + 1 + t2 (b − a))|

q1

0

dt)

1
q

+ (∫ |f ′ (a + 1 − t2 (b − a))|
q1

0

dt)

1
q

}

 

≤
(b − a)α+1
4γλ(α, b − a)

C
1
p(γ, p)

×

{

[∫((1 − t2 ) |f ′(a)|q + (1 + t2 ) |f ′(b)|q − 14 (1 − t
2)ψ(|a − b|))dt

1

0

]

1
q

+ [∫((1 + t2 ) |f ′(a)|q + (1 − t2 ) |f ′(b)|q − 14 (1 − t
2)ψ(|a − b|))dt

1

0

]

1
q

}

=
(b − a)α+1

4γλ(α, b − a) C
1
p(γ, p)

× {[1
4 |f ′(a)|q + 3

4 |f ′(b)|q − 1
6 ψ(|a − b|)]

1
q

+ [3
4 |f ′(a)|q + 1

4 |f ′(b)|q − 1
6 ψ(|a − b|)]

1
q
}.

The proof of Theorem 3.1 is completed.  ∎

Corollary 3.1. Taking |f ′| ≤ K in Theorem 3.1, we have

|f(a) + f(b)
2 − 2α−1Γ(α)

γλ(α, b − a) [Ia+
α,2λf (a + b

2 ) + Ib−
α,2λf (a + b

2 )]|

≤
(b − a)α+1

2γλ(α, b − a) C
1
p(γ, p) [Kq − 1

6 ψ(|a − b|)]
1
q

.  ∎

Theorem 3.2. Let f: I ⊆ R ⟶ [0, +∞[ be a differentiable continuous function. If |f ′|q is
uniformly convex function with modulus ψ, where 0 ≤ a < b with q ≥ 1, then for α > 0 and 
λ ≥ 0, the following tempered fractional integral inequality holds true:

|f
(a) + f(b)

2 − 2α−1Γ(α)
γλ(α, b − a) [Ia+

α,2λf (a + b
2 ) + Ib−

α,2λf (a + b
2 )]| ≤

(b − a)α+1

4γλ(α, b − a) C1−1
q(γ)    (3.4)

×

{

[1
2 (C(γ) − D(γ))|f ′(a)|q + 1

2 |f ′(b)|q(C(γ) + D(γ)) − 1
4 (C(γ) − E(γ))ψ(|a − b|)]

1
q

+ [1
2 (C(γ) + D(γ))|f ′(a)|q + 1

2 |f ′(b)|q(C(γ) − D(γ)) − 1
4 (C(γ) − E(γ))ψ(|a − b|)]

1
q

}

,

where 

C(γ) ≔ ∫ γλ(b−a)(α, t) dt = γλ(α, b − a)
(b − a)α

1

0

− γλ(α + 1, b − a)
(b − a)α+1

and

D(γ) ≔ ∫ tγλ(b−a)(α, t) dt,       E(γ) ≔ ∫ t2γλ(b−a)(α, t) dt.
1

0

1

0

Proof. By using Lemma 3.1, power-mean inequality, uniformly convexity of |f ′|q and
properties of modulus, we have

|f
(a) + f(b)

2 − 2α−1Γ(α)
γλ(α, b − a) [Ia+

α,2λf (a + b
2 ) + Ib−

α,2λf (a + b
2 )]| ≤

(b − a)α+1

4γλ(α, b − a)
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× ∫|γλ(b−a)(α, t)|
1

0

[|f ′ (a + 1 + t
2 (b − a))| + |f ′ (a + 1 − t

2 (b − a))|] dt

≤
(b − a)α+1

4γλ(α, b − a) (∫ γλ(b−a)(α, t) dt
1

0

)
1−1

q

×

{

(∫ γλ(b−a)(α, t) |f ′ (a + 1 + t
2 (b − a))|

q1

0

dt)

1
q

+ (∫ γλ(b−a)(α, t) |f ′ (a + 1 − t
2 (b − a))|

q1

0

dt)

1
q

}

≤
(b − a)α+1

4γλ(α, b − a) C1−1
q(γ)

×

{

[∫ γλ(b−a)(α, t) ((1 − t
2 ) |f ′(a)|q + (1 + t

2 ) |f ′(b)|q − 1
4 (1 − t2)ψ(|a − b|)) dt

1

0

]

1
q

+ [∫ γλ(b−a)(α, t) ((1 + t
2 ) |f ′(a)|q + (1 − t

2 ) |f ′(b)|q − 1
4 (1 − t2)ψ(|a − b|)) dt

1

0

]

1
q

}

=
(b − a)α+1

4γλ(α, b − a) C1−1
q(γ)

×

{

[1
2 (C(γ) − D(γ))|f ′(a)|q + 1

2 |f ′(b)|q(C(γ) + D(γ)) − 1
4 (C(γ) − E(γ))ψ(|a − b|)]

1
q

+ [1
2 (C(γ) + D(γ))|f ′(a)|q + 1

2 |f ′(b)|q(C(γ) − D(γ)) − 1
4 (C(γ) − E(γ))ψ(|a − b|)]

1
q

}

,

which completes the proof of Theorem 3.2.           ∎

Corollary 3.2. Choosing |f ′| ≤ K in Theorem 3.2, we get

|f(a) + f(b)
2 − 2α−1Γ(α)

γλ(α, b − a) [Ia+
α,2λf (a + b

2 ) + Ib−
α,2λf (a + b

2 )]|

≤
(b − a)α+1

2γλ(α, b − a) C1−1
q(γ) [KqC(γ) − 1

4 (C(γ) − E(γ))ψ(|a − b|)]
1
q

.  ∎

4. APPLICATIONS TO SPECIAL MEANS

Consider the following arithmetic mean for two real numbers a, b with 0 ≤ a < b:

A = A(a, b) ∶= a + b2 . 

Example 4.1. Let a, b ∈ R with 0 ≤ a < b, then for α > 0 and λ ≥ 0, the following
inequalities hold true:

A2(a, b) + 1
2α+2γλ(α, b − a)

Θ(α, λ) ≤ Γ(α)
2γλ(α, b − a)

[Ia+
α,λ b2 + Ib−α,λ a2]

≤ γλ(α, b − a)
(b − a)α A(a2, b2) + [γλ

(α + 2, b − a)
(b − a)α+2 − γλ

(α + 1, b − a)
(b − a)α+1 ] |a − b|2,      (4.1)

where 

Θ(α, λ) ≔ ∫ |t|2(b − a − t)α−1e−
λ
2(b−a−t)

b−a

a−b

dt.

Proof. From example 1.1 and applying Theorem 2.1, we have the desired result (4.1).

Example 4.2. Let a, b ∈ R with 0 ≤ a < b, then for α > 0 and λ ≥ 0, with p > 1 and 1p +
1
q =

1, the following inequality holds true:

|A(a3, b3) − 2α−1Γ(α)
γλ(α, b − a)

[Ia+
α,2λA3(a, b) + Ib−α,2λA3(a, b)]| ≤

3(b − a)α+1
4γλ(α, b − a)

(12)
1
q
C
1
p(γ, p)   (4.2)

× {[A(a2q, 3b2q) − 13 |a − b|
2]

1
q
+ [A(3a2q, b2q) − 13 |a − b|

2]
1
q
}.

Proof. By example 1.1 and applying Theorem 3.1, we get the desired result (4.2).

Example 4.3. Let a, b ∈ R with 0 ≤ a < b, then for α > 0 and λ ≥ 0 with q ≥ 1, the 
following inequality holds true:

|A(a3, b3) − 2α−1Γ(α)
γλ(α, b − a)

[Ia+
α,2λA3(a, b) + Ib−α,2λA3(a, b)]| ≤

3(b − a)α+1
4γλ(α, b − a)

C1−
1
q(γ)    (4.3)

×

{

[a
2q

2 (C(γ) − D(γ)) + b
2q

2 (C(γ) + D(γ)) − 14 (C(γ) − E(γ))|a − b|
2]

1
q

+ [a
2q

2 (C(γ) + D(γ)) + b
2q

2 (C(γ) − D(γ)) − 14 (C(γ) − E(γ))|a − b|
2]

1
q

}
 
.

Proof. Using example 1.1 and applying Theorem 3.2, we obtain the desired result (4.3).
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× ∫|γλ(b−a)(α, t)|
1

0

[|f ′ (a + 1 + t
2 (b − a))| + |f ′ (a + 1 − t

2 (b − a))|] dt

≤
(b − a)α+1

4γλ(α, b − a) (∫ γλ(b−a)(α, t) dt
1

0

)
1−1

q

×

{

(∫ γλ(b−a)(α, t) |f ′ (a + 1 + t
2 (b − a))|

q1

0

dt)

1
q

+ (∫ γλ(b−a)(α, t) |f ′ (a + 1 − t
2 (b − a))|

q1

0

dt)

1
q

}

≤
(b − a)α+1

4γλ(α, b − a) C1−1
q(γ)

×

{

[∫ γλ(b−a)(α, t) ((1 − t
2 ) |f ′(a)|q + (1 + t

2 ) |f ′(b)|q − 1
4 (1 − t2)ψ(|a − b|)) dt

1

0

]

1
q

+ [∫ γλ(b−a)(α, t) ((1 + t
2 ) |f ′(a)|q + (1 − t

2 ) |f ′(b)|q − 1
4 (1 − t2)ψ(|a − b|)) dt

1

0

]

1
q

}

=
(b − a)α+1

4γλ(α, b − a) C1−1
q(γ)

×

{

[1
2 (C(γ) − D(γ))|f ′(a)|q + 1

2 |f ′(b)|q(C(γ) + D(γ)) − 1
4 (C(γ) − E(γ))ψ(|a − b|)]

1
q

+ [1
2 (C(γ) + D(γ))|f ′(a)|q + 1

2 |f ′(b)|q(C(γ) − D(γ)) − 1
4 (C(γ) − E(γ))ψ(|a − b|)]

1
q

}

,

which completes the proof of Theorem 3.2.           ∎

Corollary 3.2. Choosing |f ′| ≤ K in Theorem 3.2, we get

|f
(a) + f(b)

2 − 2α−1Γ(α)
γλ(α, b − a) [Ia+

α,2λf (a + b
2 ) + Ib−

α,2λf (a + b
2 )]|

≤
(b − a)α+1

2γλ(α, b − a) C1−1
q(γ) [KqC(γ) − 1

4 (C(γ) − E(γ))ψ(|a − b|)]
1
q

.  ∎
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(α + 2, b − a)
(b − a)α+2 − γλ
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3(b − a)α+1
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q
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2]
1
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}.
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5. CONCLUSIONS

In this paper, we derived some new tempered fractional Hermite-Hadamard type inequalities 
for uniformly convex functions. Moreover, using a new identity as an auxiliary result, we 
deduced several inequalities for uniformly convex functions via tempered fractional integrals, 
and several special cases are found for suitable choices of uniformly convex functions, and 
many known results are recaptured. To validate the accuracy of our main results, we 
presented some examples using arithmetic mean for nonnegative real numbers. Some future 
aspects of this concept could be defining uniformly convex functions on the coordinates and 
interval-valued uniformly convex functions, and establishing new kinds of tempered 
fractional integral inequalities of this types. We believe that these novel concepts can also be 
generalized via quantum and post-quantum calculus. Our results can open many avenues for 
interested researchers working in this field and they can discover further approximations for 
different kinds of fractional integral operators and functions as well.
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Abstract 

In this study, Darboux frame, normal and geodesic curvatures, geodesic torsion, Darboux 
frame equations and Darboux vector belong to Darboux frame of the spacelike pole indicatrix 
curve on the Lorentzian sphere 2

1S of the spacelike Salkowski curve with spacelike binormal

in Lorentzian 3-space 3
1E are obtained. Also, the relationships between Frenet and Darboux

frames and Darboux vectors belong to these frames are given.

Keywords: Salkowski curve; Darboux frame; geodesic curvatures; pole curve

1.INTRODUCTION

Some studies on curves and surfaces in the Lorentzian space can be found in sources [6-8, 10, 
13, 15, 19, 21, 22, 26, 29, 30, 34, 35]. While studying the geometry of a curve, any frame can 
be created at any point on the curve. One of these frames that consists of the tangent, normal, 
and binormal vectors of the curve is Frenet frame, [16, 24, 36]. This frame is a useful tool for 
examining the geometric properties of the curve. Through the elements of this frame the 
curvature and torsion of the curve is achieved. The curvature and torsion ratio of a general 
helix is constant. Slant helices make a fixed angle with a fixed direction. The studies on 
general and slant helices are available in related sources, [3, 4, 9]. One of the best examples of 
these helices is the Salkowski curve, [23]. Since those years, the various studies have been 
carried out on these curves both in Euclidean and Lorentzian 3-space, [1, 2, 12, 14, 20, 27, 
28]. Besides, Frenet frame is thought to rotate around a fixed axis at every moment t . This 
axis is called Darboux axis and unit vector in the direction of this axis is called pole vector, 
[11]. The pole vector along a regular curve generate a spherical curve on the unit sphere. The

spherical curve  C is called pole indicatrix curve of   . Let Ct be the parameter of  C .
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The parametric equation for this curve is      C CC t C t  , [12]. On the other hand, if a 

curve is on a surface, another frame that can be installed on the curve besides Frenet frame is 
Darboux frame. The Darboux frame also helps us to examine the geometric properties of any 
curve on the surface. By means of the elements of this frame, geodesic and normal curvature 
and geodesic torsion of the curve are obtained. Some studies on this frame are [5, 17, 18, 25, 
30-33]. In our study, we studied on the Frenet elements of the pole indicatrix curve of 
spacelike Salkowski curve with spacelike binormal in Lorentzian 3-space, [1]. In this study, 
we obtaine Darboux frame,  normal and geodesic curvatures, geodesic torsion, Darboux frame 
equations and Darboux vector belong to Darboux frame of the spacelike pole indicatrix curve 
on the Lorentzian sphere 2

1S  of the spacelike Salkowski curve with spacelike binormal in 

Lorentzian 3-space 3
1E . Also, we give the relationships between Frenet and Darboux frames 

and Darboux vectors belong to these frames. 

 
2.PRELIMINARIES 

For the vectors  1 2 3,  ,       and   3
1 2 3 1,  ,  E     , let the inner product function be 

defined as 
3 3
1 1 1 1 2 2 3 3,  : ,      ,  E E R             ,                    (1) 

and the vector product function as 
3 3 3
1 1 1 3 2 2 3 1 3 3 1 1 2 2 1 :   ,     ( ,  ,  ).E E E M R                                    (2) 

Here, the function ,  is called as Lorentzian metric. The space 3E  with the Lorentzian 

metric is called Lorentzian 3-space and is showed by 3
1E . For 3

1E  ,   is spacelike (sl) 

vector, if ,  0    or 0  ,   is timelike (tl) vector, if ,  0   ,    is lightlike or null 

vector, if ,  0    and 0  .  Besides,   is future pointing (fp)  timelike vector, if  

,  0E   or   is past pointing (pp) timelike vector, if ,  0E  , where  0,  0, 1E  .  

The vectors   and   in 3
1E are Lorentz orthogonal vectors, if ,  0   . Let   and   be 

nonzero Lorentz orthogonal vectors in 3
1E ,  if   is timelike, then   is spacelike, [22].  

,    is the norm of the vector 3
1E  .   is a unit vector, if 1  .   The sets 

 2 3
1 1  |   is spacelikeS E    and  2 3

0 1  |  is timelikeH E    are unit Lorentzian and 

unit hyperbolic spheres, respectively. An curve    in 3
1E  is spacelike, timelike or lightlike 

curve, if all of the velocity vector of the curve are the spacelike, timelike or lightlike, 
respectively. When plotting a spacelike curve    

in 3
1E , the endpoints of the spacelike pole 

vector C  of the curve    draw a spacelike curve  C  on the Lorentz unit sphere 2
1S , [30], 

Figure 1. 

           

Figure 1. The spacelike indicatrix curve  C  on 2
1S  of the curve    

 
A surface in 3

1E   is a spacelike (timelike), if the normal vector field of the surface at every 

points is timelike (spacelike). Let’s assume that the regular spacelike curve    t   is on 

a timelike surface. Let       ,  ,  T t g t n t  be the Darboux trihedron of this curve, where 

 n t  is the spacelike normal vector of the timelike surface and      g t n t T t   is timelike, 

[30]. The normal curvature, geodesic curvature and geodesic torsion of this curve are 
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respectively, where    v t t .    is a asymptotic curve, if   0n t  ,    is a geodesic 

curve, if   0g t   and    is a curvature line, if    0g t  , [36]. 

Definition 2.1. Spacelike Salkowski curve with the spacelike binormal in 3
1E  is as follows: 
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, [2], Figure 2.  

The Frenet vectors of  m t  are 
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m




 and      
2

sin

1
m

nt
t v t

m
   


, [2], Figure 2.  

The Frenet vectors of  m t  are 

           

   

           

cos sin sin cos  ,  sin sin cos cos  ,  cos  sl ,

sin ,cos ,    tl ,

cos cos sin sin ,  sin cos cos sin ,  sin  sl .

nT t t nt n t nt t nt n t nt nt
m

nN t t t m
m

nB t t nt n t nt t nt n t nt nt
m

         




       

 

(3) 
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Figure 2. The curve  m t for 10 5 106, 2, , 4, ,
9 4 9

m     resp.

In addition, the unit pole vector  C t of  m t is as follows [1]:

  sin , cos ,      sl.nC t n t n t
m

     
 

(4)

The spacelike pole indicatrix curve  C on 2
1S of   m t is a planar circle of radius n on 2

1S ,

[1], Figure 3, also 

   Cv t C t n  . (5)

Figure 3. The spacelike pole indicatrix curve  C on 2
1S of  m t

The Frenet frame       ,  , C C CT t N t B t  of spacelike pole indicatrix curve  C  of  m t  is  

   
   
   

cos ,  sin ,  0      sl,

sin ,  cos ,  0      sl,

0,  0, 1       tl,

C

C

C

T t t t

N t t t

B t

  
 


 

                                                    (6) 

[1]. The curvature and torsion of the spacelike pole indicatrix curve  C of  m t  are as 

follows: 

   1        and       0C Ct t
n

   ,                           (7) 

respectively, [1]. 

 

3. ON THE DARBOUX FRAME OF THE POLE INDICATRIX CURVE OF THE 

SPACELIKE SALKOWSKI CURVE WITH SPACELIKE BINORMAL IN 

LORENTZIAN 3-SPACE 

Theorem 3.1. The Darboux frame       ,  ,  C C CT t g t n t  of the spacelike pole indicatrix 

curve  C  on 2
1S of  m t   is as follows: 

   

 

 

cos ,  sin ,  0      sl ,

sin ,  cos ,       tl ,

sin , cos ,      sl .

C

C

C

T t t t

n ng t t t n
m m

nn t n t n t
m


  

       

 
       

 

           (8) 

Proof: Since the vectors  CT t  and  C t  are spacelike,      C Cg t C t T t  . From (4) and 

(6), we get 

      sin ,  cos ,  C C
n ng t C t T t t t n
m m

       
 

. 

Besides, for the pole indicatrix curve  C  on the sphere 2
1S , the pole vector  C t  can be 

taken as the normal vector of the surface, that is    Cn t C t  as in (4). Thus, the Darboux 

frame                ,  ,  ,  ,  C C C C CT t g t n t T t C t T t C t   is obtained as in (8). 

Theorem 3.2. The normal curvature    n C
t  of the spacelike pole indicatrix curve  C  on 

2
1S  of   m t  is as follows: 

    1n C
t   .              (9) 

Proof:  The normal curvature    n C
t  of  C  is calculated by 
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m     resp.

In addition, the unit pole vector  C t of  m t is as follows [1]:

  sin , cos ,      sl.nC t n t n t
m

     
 

(4)

The spacelike pole indicatrix curve  C on 2
1S of   m t is a planar circle of radius n on 2

1S ,

[1], Figure 3, also 

   Cv t C t n  . (5)

Figure 3. The spacelike pole indicatrix curve  C on 2
1S of  m t

The Frenet frame       ,  , C C CT t N t B t  of spacelike pole indicatrix curve  C  of  m t  is  

   
   
   

cos ,  sin ,  0      sl,

sin ,  cos ,  0      sl,

0,  0, 1       tl,

C

C

C

T t t t

N t t t

B t

  
 


 

                                                    (6) 

[1]. The curvature and torsion of the spacelike pole indicatrix curve  C of  m t  are as 

follows: 

   1        and       0C Ct t
n

   ,                           (7) 

respectively, [1]. 

 

3. ON THE DARBOUX FRAME OF THE POLE INDICATRIX CURVE OF THE 

SPACELIKE SALKOWSKI CURVE WITH SPACELIKE BINORMAL IN 

LORENTZIAN 3-SPACE 

Theorem 3.1. The Darboux frame       ,  ,  C C CT t g t n t  of the spacelike pole indicatrix 

curve  C  on 2
1S of  m t   is as follows: 

   

 

 

cos ,  sin ,  0      sl ,

sin ,  cos ,       tl ,

sin , cos ,      sl .

C

C

C

T t t t

n ng t t t n
m m

nn t n t n t
m


  

       

 
       

 

           (8) 

Proof: Since the vectors  CT t  and  C t  are spacelike,      C Cg t C t T t  . From (4) and 

(6), we get 

      sin ,  cos ,  C C
n ng t C t T t t t n
m m

       
 

. 

Besides, for the pole indicatrix curve  C  on the sphere 2
1S , the pole vector  C t  can be 

taken as the normal vector of the surface, that is    Cn t C t  as in (4). Thus, the Darboux 

frame                ,  ,  ,  ,  C C C C CT t g t n t T t C t T t C t   is obtained as in (8). 

Theorem 3.2. The normal curvature    n C
t  of the spacelike pole indicatrix curve  C  on 

2
1S  of   m t  is as follows: 

    1n C
t   .              (9) 

Proof:  The normal curvature    n C
t  of  C  is calculated by 
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         2

1 ,n CC
C

t C t n t
t




 . (10)

From (4), we get
   sin ,  cos ,  0C t n t n t  . (11)

From (8) and (11), we have

    2, CC t n t n   . (12)

If we substitute (5) and (12) in (10), we obtain the normal curvature of  C as in (9).

Theorem 3.3. The geodesic curvature    g C
t of the spacelike pole indicatrix curve  C on

2
1S of  m t is as follows:

    1
g C

t
m

   . (13)

Proof: The geodesic curvature    g C
t of  C is calculated by

         2

1 ,g CC
C

t C t g t
t




 . (14)

From (8) and (11), we have

   
2

, C
nC t g t
m

   . (15)

If we substitute  (5) and (15) in (14), we obtain the geodesic curvature of  C as in (13).

Theorem 3.4. The geodesic torsion    g C
t of the spacelike pole indicatrix curve  C on

2
1S of  m t is as follows:

    0g C
t  . (16)

Proof: The geodesic torsion    g C
t of  C is calculated by

         2

1 ,g C CC
C

t n t g t
t




  . (17)

From (8), we have

   cos ,  sin ,  0Cn t n t n t   . (18)

So, from (8) and (18), we get

   , 0C Cn t g t  . (19)

If we substitute (5) and (19) in (17), we obtain the geodesic torsion of  C as in (16).

Corollary 3.5. The spacelike pole indicatrix curve  C on 2
1S of  m t is a curvature line.

Theorem 3.6. Let       ,  ,  C C CT t g t n t be the Darboux frame of the spacelike pole 

indicatrix curve  C on 2
1S of  m t . The Darboux frame equations of  C are as follows:

 

 

 

 
 
 

0

0 0

0 0

C C

C C

CC

n nT t m T t
ng t g t
m

n tnn t

                                   

.          (20) 

Proof: We can construct the following matrix equation between Darboux vectors and their 
derivatives: 

 

 

 

 
 
 

1 1 1

1 1 1

1 1 1

C C

C C

CC

T t T ta b c
g t d e f g t

k l m n tn t

                           
 

,          (21) 

where 1 1 1 1 1 1 1 1 1,  ,  ,  ,  ,  ,  ,  ,  a b c d e f k l m  are arbitrary functions of t . Now let's find these 
coefficients in order. From (21), we write the equation below: 

       1 1 1C C C CT t a T t b g t c n t    .          (22) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (22), 

respectively. So, we have 

           1 1 1,  ,        ,  ,        ,  .C C C C C Ca T t T t b g t T t c n t T t          (23) 

From (8), we get 

   sin ,  cos ,  0CT t t t  .           (24) 

From (8), (23) and (24),  we have 

1 1 10,       ,        na b c n
m

    .          (25) 

From (21), we write the equation below: 

       1 1 1C C C Cg t d T t e g t f n t    .         (26) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (26), 

respectively. So, we have 

           1 1 1,  ,        ,  ,        ,  .C C C C C Cd T t g t e g t g t f n t g t         (27) 

From (8), we get 

  cos ,  sin ,  0C
n ng t t t
m m

    
 

.          (28) 

From (8), (23) and (28),  we have 

1 1 1,       0,        0nd e f
m

   .                  (29) 

From (21), we write the equation below: 
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         2

1 ,n CC
C

t C t n t
t




 . (10)

From (4), we get
   sin ,  cos ,  0C t n t n t  . (11)

From (8) and (11), we have

    2, CC t n t n   . (12)

If we substitute (5) and (12) in (10), we obtain the normal curvature of  C as in (9).

Theorem 3.3. The geodesic curvature    g C
t of the spacelike pole indicatrix curve  C on

2
1S of  m t is as follows:

    1
g C

t
m

   . (13)

Proof: The geodesic curvature    g C
t of  C is calculated by

         2

1 ,g CC
C

t C t g t
t




 . (14)

From (8) and (11), we have

   
2

, C
nC t g t
m

   . (15)

If we substitute  (5) and (15) in (14), we obtain the geodesic curvature of  C as in (13).

Theorem 3.4. The geodesic torsion    g C
t of the spacelike pole indicatrix curve  C on

2
1S of  m t is as follows:

    0g C
t  . (16)

Proof: The geodesic torsion    g C
t of  C is calculated by

         2

1 ,g C CC
C

t n t g t
t




  . (17)

From (8), we have

   cos ,  sin ,  0Cn t n t n t   . (18)

So, from (8) and (18), we get

   , 0C Cn t g t  . (19)

If we substitute (5) and (19) in (17), we obtain the geodesic torsion of  C as in (16).

Corollary 3.5. The spacelike pole indicatrix curve  C on 2
1S of  m t is a curvature line.

Theorem 3.6. Let       ,  ,  C C CT t g t n t be the Darboux frame of the spacelike pole 

indicatrix curve  C on 2
1S of  m t . The Darboux frame equations of  C are as follows:

 

 

 

 
 
 

0

0 0

0 0

C C

C C

CC

n nT t m T t
ng t g t
m

n tnn t

                                   

.          (20) 

Proof: We can construct the following matrix equation between Darboux vectors and their 
derivatives: 

 

 

 

 
 
 

1 1 1

1 1 1

1 1 1

C C

C C

CC

T t T ta b c
g t d e f g t

k l m n tn t

                           
 

,          (21) 

where 1 1 1 1 1 1 1 1 1,  ,  ,  ,  ,  ,  ,  ,  a b c d e f k l m  are arbitrary functions of t . Now let's find these 
coefficients in order. From (21), we write the equation below: 

       1 1 1C C C CT t a T t b g t c n t    .          (22) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (22), 

respectively. So, we have 

           1 1 1,  ,        ,  ,        ,  .C C C C C Ca T t T t b g t T t c n t T t          (23) 

From (8), we get 

   sin ,  cos ,  0CT t t t  .           (24) 

From (8), (23) and (24),  we have 

1 1 10,       ,        na b c n
m

    .          (25) 

From (21), we write the equation below: 

       1 1 1C C C Cg t d T t e g t f n t    .         (26) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (26), 

respectively. So, we have 

           1 1 1,  ,        ,  ,        ,  .C C C C C Cd T t g t e g t g t f n t g t         (27) 

From (8), we get 

  cos ,  sin ,  0C
n ng t t t
m m

    
 

.          (28) 

From (8), (23) and (28),  we have 

1 1 1,       0,        0nd e f
m

   .                  (29) 

From (21), we write the equation below: 
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       1 1 1C C C Cn t k T t l g t m n t    .         (30) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (30), 

respectively. So, we have 

           1 1 1,  ,        ,  ,        ,  .C C C C C Ck T t n t l g t n t m n t n t         (31) 

From (8), (18), (23) and (31),  we have 

1 1 1,       0,        0k n l m   .                  (32) 
If we substitute (25), (28) and (32) in (21), we get the expression (20).  

Theorem 3.7. Let       ,  ,  C C CT t N t B t  and       ,  ,  C C CT t g t n t  be the Frenet and 

Darboux frames of the spacelike pole indicatrix curve  C  on 2
1S  of   m t , respectively. The 

hyperbolic angle  C t  between the spacelike vector  CN t  and the timelike vector  Cg t  is 

as follows: 

  1tanhC t arc
m

    
 

.           (33) 

Proof: For the hyperbolic angle  C t  between the spacelike vector  CN t  and timelike 

vector  Cg t , Figure 4, we write [22] 

         ,  sinhC C C C Cg t N t g t N t t .        (34) 

 
Figure 4. The hyperbolic angle  C t  between the vectors  CN t  and  Cg t  

 
Since the vectors  CN t  and  Cg t  are unit vectors and using (6) and (8), from the inner 

product of the vectors  CN t  and  Cg t  in (34), we get 

     ,  sinhC C C
ng t N t t
m

   .          (35) 

Similarly, for the past pointing timelike vectors  CB t  and  Cg t , we write 

         ,  coshC C C C Cg t B t g t B t t , 

[22].  Since the vectors  CB t  and  Cg t  are unit vectors and using (6) and (8), from the 

innner product of the vectors  CB t  and  Cg t , we get 

     ,  coshC C Cg t B t t n   .          (36) 

From (35) and (36), we obtaine the expression (33). 
Theorem 3.8. The Darboux vector  CW t  belong to the Darboux frame of the spacelike pole 

indicatrix curve  C  on 2
1S  of   m t  is as follows: 

   0,  0,  1      tlCW t  .           (37) 

Proof: For the Darboux vector  CW t  belong to the Darboux frame, we know the equation 

     C C CT t W t T t   ,      C C Cg t W t g t   ,      C C Cn t W t n t   ,            (38) 

[30]. From (38), using (8) and (18), we get the expression (37). 
Corollary 3.9. The Darboux vector  CW t  belong to the Darboux frame of the spacelike pole 

indicatrix curve  C  on 2
1S  of   m t  is as follows: 

     C C C
nW t ng t n t
m

   .                             (39) 

Proof: We write the vector  CW t  as a linear combination of the Darboux frame’s vectors as 
follows: 

        ,C C C CW t xT t yg t zn t                    (40) 

where ,  ,  x y z  are arbitrary functions of t . For (33) and (38) to be satisfied simultaneously, 
we have 

              ,      ,      C g C n C gCC C
x t t y t t z t t           

in (40). If we substitute these values in (40), we obtain 

                     C C g C n C g CCC C
W t t t T t t g t t n t         ,    (41) 

[30]. If we substitute (5), (9), (13) and (16) in (41), we get (39). Moreover, if we substitute (8) 
in (39) also, it is clear that we get the expression (37), Figure 5. 

 
Figure 5. The Darboux vector  CW t  belong to the Draboux frame 
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       1 1 1C C C Cn t k T t l g t m n t    .         (30) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (30), 

respectively. So, we have 

           1 1 1,  ,        ,  ,        ,  .C C C C C Ck T t n t l g t n t m n t n t         (31) 

From (8), (18), (23) and (31),  we have 

1 1 1,       0,        0k n l m   .                  (32) 
If we substitute (25), (28) and (32) in (21), we get the expression (20).  

Theorem 3.7. Let       ,  ,  C C CT t N t B t  and       ,  ,  C C CT t g t n t  be the Frenet and 

Darboux frames of the spacelike pole indicatrix curve  C  on 2
1S  of   m t , respectively. The 

hyperbolic angle  C t  between the spacelike vector  CN t  and the timelike vector  Cg t  is 

as follows: 

  1tanhC t arc
m

    
 

.           (33) 

Proof: For the hyperbolic angle  C t  between the spacelike vector  CN t  and timelike 

vector  Cg t , Figure 4, we write [22] 

         ,  sinhC C C C Cg t N t g t N t t .        (34) 

 
Figure 4. The hyperbolic angle  C t  between the vectors  CN t  and  Cg t  

 
Since the vectors  CN t  and  Cg t  are unit vectors and using (6) and (8), from the inner 

product of the vectors  CN t  and  Cg t  in (34), we get 

     ,  sinhC C C
ng t N t t
m

   .          (35) 

Similarly, for the past pointing timelike vectors  CB t  and  Cg t , we write 

         ,  coshC C C C Cg t B t g t B t t , 

[22].  Since the vectors  CB t  and  Cg t  are unit vectors and using (6) and (8), from the 

innner product of the vectors  CB t  and  Cg t , we get 

     ,  coshC C Cg t B t t n   .          (36) 

From (35) and (36), we obtaine the expression (33). 
Theorem 3.8. The Darboux vector  CW t  belong to the Darboux frame of the spacelike pole 

indicatrix curve  C  on 2
1S  of   m t  is as follows: 

   0,  0,  1      tlCW t  .           (37) 

Proof: For the Darboux vector  CW t  belong to the Darboux frame, we know the equation 

     C C CT t W t T t   ,      C C Cg t W t g t   ,      C C Cn t W t n t   ,            (38) 

[30]. From (38), using (8) and (18), we get the expression (37). 
Corollary 3.9. The Darboux vector  CW t  belong to the Darboux frame of the spacelike pole 

indicatrix curve  C  on 2
1S  of   m t  is as follows: 

     C C C
nW t ng t n t
m

   .                             (39) 

Proof: We write the vector  CW t  as a linear combination of the Darboux frame’s vectors as 
follows: 

        ,C C C CW t xT t yg t zn t                    (40) 

where ,  ,  x y z  are arbitrary functions of t . For (33) and (38) to be satisfied simultaneously, 
we have 

              ,      ,      C g C n C gCC C
x t t y t t z t t           

in (40). If we substitute these values in (40), we obtain 

                     C C g C n C g CCC C
W t t t T t t g t t n t         ,    (41) 

[30]. If we substitute (5), (9), (13) and (16) in (41), we get (39). Moreover, if we substitute (8) 
in (39) also, it is clear that we get the expression (37), Figure 5. 

 
Figure 5. The Darboux vector  CW t  belong to the Draboux frame 
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Theorem 3.10. There are the following relationships between the normal curvature    n C
t ,

the geodesic curvatures    g C
t , the geodesic torsion    g C

t and the curvature  C t , the 

torsion  C t of the spacelike pole indicatrix curve  C on 2
1S of  m t :

     

     

     

,

,

.

n CC

g CC

g CC

t n t
nt t
m

t t

 

 

 

  

  

  

(42)

Proof: For the Darboux vector  CF t belong to the Frenet frame of  C , we write

     C C CT t F t T t   , (43)

[30].  From the equality of (38) and (43), we have

       0C C CF t W t T t   , (44)

where 

              0,  0, 1C C C C C CF t t t T t t B t     , (45)

[1].  If we substitute (41) and (45) in (44), we get
               C C n C g CC C
t N t t n t t g t    . (46)

If we apply the inner product with  Cn t and  Cg t on both sides of (46), respectively, we 

get

                 

                 

, , ,

, , .

n C C C g C CC C

g C C C n C CCC

t t N t n t t g t n t

t t N t g t t g t n t

  

  

  


 

(47)

From (6) and (8), we get

   ,C CN t n t n  . (48)

If we substitute (35) and (48) in (47), we have

           ,        .n C g CC C

nt n t t t
m

       (49)

Besides, if we take the derivative of both sides of the equation      , sinhC C Cg t N t t in 

(35), we get

           , , coshC
C C C C C

d t
g t N t g t N t t

dt


   . (50)

If we substitute (33) in (50), we have

                    ,  ,  coshC
C g C C C C C C CC

d t
t t n t N t v t t B t g t t

dt


     . (51)

If we substitute (36) and (48) in (51), we get

          C
C g C CC

d t
t t v t t

dt


     . (52)

Also, from (34), we have 
  0Cd t

dt


 .             (53) 

So, if we substitute (53) in (52), we obtain 

     g CC
t t   .            (54) 

From (49) and (54), we obtain (42). 

Theorem 3.11. Let       ,  ,  C C CT t N t B t  and       ,  ,  C C CT t g t n t  be the Frenet and 

Darboux frames of the spacelike pole indicatrix curve  C  on 2
1S  of   m t , respectively. 

There is the following relationship between these frames: 

 
 
 

 
 
 

1 0 0

0

0

C C

C C

C C

T t T t
nN t n g t
m

B t n tnn
m

 
    
    
     
    
        
 

.          (55) 

Proof: We can construct the following matrix equation between the vectors of the Frenet and 
Darboux frames: 

 
 
 

 
 
 

2 2 2

2 2 2

2 2 2

C C

C C

C C

T t T ta b c
N t d e f g t

k l mB t n t

                       

,          (56) 

where 2 2 2 2 2 2 2 2 2,  ,  ,  ,  ,  ,  ,  ,  a b c d e f k l m  are arbitrary functions of t . Now let's find these 
coefficients in order. From (56), we write the equation below: 

       2 2 2C C C CT t a T t b g t c n t   .          (57) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (57), 

respectively. So, it is clear that 

2 2 21,      0,      0.a b c              (58) 
Similarly, from (56), we write 

       2 2 2C C C CN t d T t e g t f n t   .         (59) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (59), 

respectively. From (35) and (48), we get 

2 2 20,      ,      nd e f n
m

               (60) 

Similarly, from (56), we write 
       2 2 2C C C CB t k T t l g t m n t   .         (61) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (61), 

respectively. From (6) and (8), we get  
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Theorem 3.10. There are the following relationships between the normal curvature    n C
t ,

the geodesic curvatures    g C
t , the geodesic torsion    g C

t and the curvature  C t , the 

torsion  C t of the spacelike pole indicatrix curve  C on 2
1S of  m t :

     

     

     

,

,

.

n CC

g CC

g CC

t n t
nt t
m

t t

 

 

 

  

  

  

(42)

Proof: For the Darboux vector  CF t belong to the Frenet frame of  C , we write

     C C CT t F t T t   , (43)

[30].  From the equality of (38) and (43), we have

       0C C CF t W t T t   , (44)

where 

              0,  0, 1C C C C C CF t t t T t t B t     , (45)

[1].  If we substitute (41) and (45) in (44), we get
               C C n C g CC C
t N t t n t t g t    . (46)

If we apply the inner product with  Cn t and  Cg t on both sides of (46), respectively, we 

get

                 

                 

, , ,

, , .

n C C C g C CC C

g C C C n C CCC

t t N t n t t g t n t

t t N t g t t g t n t

  

  

  


 

(47)

From (6) and (8), we get

   ,C CN t n t n  . (48)

If we substitute (35) and (48) in (47), we have

           ,        .n C g CC C

nt n t t t
m

       (49)

Besides, if we take the derivative of both sides of the equation      , sinhC C Cg t N t t in 

(35), we get

           , , coshC
C C C C C

d t
g t N t g t N t t

dt


   . (50)

If we substitute (33) in (50), we have

                    ,  ,  coshC
C g C C C C C C CC

d t
t t n t N t v t t B t g t t

dt


     . (51)

If we substitute (36) and (48) in (51), we get

          C
C g C CC

d t
t t v t t

dt


     . (52)

Also, from (34), we have 
  0Cd t

dt


 .             (53) 

So, if we substitute (53) in (52), we obtain 

     g CC
t t   .            (54) 

From (49) and (54), we obtain (42). 

Theorem 3.11. Let       ,  ,  C C CT t N t B t  and       ,  ,  C C CT t g t n t  be the Frenet and 

Darboux frames of the spacelike pole indicatrix curve  C  on 2
1S  of   m t , respectively. 

There is the following relationship between these frames: 

 
 
 

 
 
 

1 0 0

0

0

C C

C C

C C

T t T t
nN t n g t
m

B t n tnn
m

 
    
    
     
    
        
 

.          (55) 

Proof: We can construct the following matrix equation between the vectors of the Frenet and 
Darboux frames: 

 
 
 

 
 
 

2 2 2

2 2 2

2 2 2

C C

C C

C C

T t T ta b c
N t d e f g t

k l mB t n t

                       

,          (56) 

where 2 2 2 2 2 2 2 2 2,  ,  ,  ,  ,  ,  ,  ,  a b c d e f k l m  are arbitrary functions of t . Now let's find these 
coefficients in order. From (56), we write the equation below: 

       2 2 2C C C CT t a T t b g t c n t   .          (57) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (57), 

respectively. So, it is clear that 

2 2 21,      0,      0.a b c              (58) 
Similarly, from (56), we write 

       2 2 2C C C CN t d T t e g t f n t   .         (59) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (59), 

respectively. From (35) and (48), we get 

2 2 20,      ,      nd e f n
m

               (60) 

Similarly, from (56), we write 
       2 2 2C C C CB t k T t l g t m n t   .         (61) 

Let's apply the inner product of the vectors  CT t ,  Cg t  and  Cn t  to both sides of (61), 

respectively. From (6) and (8), we get  
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             , , ,C C C C C C C
nB t n t B t g t T t N t g t
m

     .             (62) 

From (36) and (62), we have 

2 2 20,      ,      nk l n m
m

     .          (63) 

If we substitute (58), (60) and (63) in (56), we obtain the expression (55). 

Theorem 3.12. Let       ,  ,  C C CT t g t n t  be the Darboux frame of the spacelike pole 

indicatrix curve  C  on 2
1S  of   m t . There is the following relationship between the 

Darboux vectors  CF t  and  CW t  belong to the Frenet and Darboux frames, respectively: 

   C CW t F t .            (64) 

Proof:  It is clear that (37) and (45). 
Theorem 3.13. The hyperbolic angle  C t  between the vectors  CW t  and  Cg t  of the 

spacelike pole indicatrix curve  C  on 2
1S  of   m t  is as follows: 

  1tanhC t arc
m

    
 

.           (65) 

Proof: If the hyperbolic angle  C t  between the vectors  CW t  and  Cg t , since  CW t  

and  Cg t  are unit past pointing timelike vectors, we write 

           ,  cosh cosh .C C C C C Cg t W t g t W t t t          (66) 

Besides from Figure 5, we have 

           ,  sinh sinh .C C C C C Cn t W t n t W t t t          (67) 

On the other hand, from (8) and (37), we get 

       ,  ,        ,  .C C C C
ng t W t n n t W t
m

          (68) 

From (66), (67) and (68), we obtain  

   cosh      and     sinh .C C
nt n t
m

            (69) 

From (69), we obtain the expression (65). 
 

4.CONCLUSIONS 

In this study, the elements obtained for the spacelike pole indicatrix curve  C  on the 

Lorentzian sphere 2
1S  of spacelike Salkowski curve with spacelike binormal in Lorentzian 3-

space 3
1E  can also be obtained on the other indicatrix curves (tangent, principal normal and 

binormal indicatrix curves) of the curve. Besides, similar studies can also be done on other 
types of Salkowski and anti-Salkowski curves in Lorentzian 3-space or other special curves.  
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             , , ,C C C C C C C
nB t n t B t g t T t N t g t
m

     .             (62) 
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2 2 20,      ,      nk l n m
m
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  1tanhC t arc
m

    
 

.           (65) 

Proof: If the hyperbolic angle  C t  between the vectors  CW t  and  Cg t , since  CW t  
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From (66), (67) and (68), we obtain  

   cosh      and     sinh .C C
nt n t
m

            (69) 

From (69), we obtain the expression (65). 
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1S  of spacelike Salkowski curve with spacelike binormal in Lorentzian 3-

space 3
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Abstract 

In this paper, we introduce some new classes of sequence spaces using Modular sequence 
spaces. We study some of their properties, like linear space, total paranorm, solidity, 
symmetricity etc. We obtain some relations between these spaces.

Keywords: Sequence spaces; Orlicz function; solid space; symmetric space.

1.INTRODUCTION

Let 𝑤𝑤 denote the set of all sequences 𝑥𝑥 = (𝑥𝑥𝑘𝑘), and ℓ∞, 𝑐𝑐 and 𝑐𝑐0 be the linear spaces of 

bounded, convergent and null sequences with real terms, respectively, normed by ‖𝑥𝑥‖∞ =
sup

𝑘𝑘
|𝑥𝑥𝑘𝑘|.

An Orlicz function is a function 𝑀𝑀 ∶  [0, ∞)  →  [0, ∞) which is continuous, non-

decreasing and convex with 𝑀𝑀(0) = 0, 𝑀𝑀 (𝑥𝑥) > 0 for 𝑥𝑥 > 0 and 𝑀𝑀 (𝑥𝑥) → ∞ as 𝑥𝑥 → ∞.
It is well known that if 𝑀𝑀 is a convex function and 𝑀𝑀(0) = 0, then 𝑀𝑀(𝜆𝜆𝜆𝜆) ≤ 𝜆𝜆𝜆𝜆(𝑥𝑥)

for all 𝜆𝜆 with 0 < 𝜆𝜆 < 1.
Lindenstrauss and Tzafriri [2] used the idea of Orlicz function to define what is called 

an Orlicz sequence space

ℓ𝑀𝑀 = {𝑥𝑥 ∈ 𝑤𝑤: ∑ (𝑀𝑀 (
|𝑥𝑥𝑘𝑘|

𝜌𝜌 ))
∞

𝑘𝑘=1
< ∞, for some 𝜌𝜌 > 0}

which is a Banach space with the norm

‖𝑥𝑥‖ = 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌 > 0: ∑ (𝑀𝑀 (
|𝑥𝑥𝑘𝑘|

𝜌𝜌 ))
∞

𝑘𝑘=1
≤ 1}.

The concept of paranorm is closely related to linear metric spaces. It is a generalization 

of that of absolute value. Let 𝑋𝑋 be a linear space. A function 𝑔𝑔: 𝑋𝑋 → ℝ is called paranorm, if 

[P1] 𝑔𝑔(𝑥𝑥) ≥ 0, for all 𝑥𝑥 ∈ 𝑋𝑋,

[P2] 𝑔𝑔(−𝑥𝑥) = 𝑔𝑔(𝑥𝑥), for all 𝑥𝑥 ∈ 𝑋𝑋,

[P3] 𝑔𝑔(𝑥𝑥 + 𝑦𝑦) ≤ 𝑔𝑔(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) , for all 𝑥𝑥, 𝑦𝑦 ∈ 𝑋𝑋,
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Abstract 

In this paper, we introduce some new classes of sequence spaces using Modular sequence 
spaces. We study some of their properties, like linear space, total paranorm, solidity, 
symmetricity etc. We obtain some relations between these spaces.

Keywords: Sequence spaces; Orlicz function; solid space; symmetric space.

1.INTRODUCTION

Let 𝑤𝑤 denote the set of all sequences 𝑥𝑥 = (𝑥𝑥𝑘𝑘), and ℓ∞, 𝑐𝑐 and 𝑐𝑐0 be the linear spaces of 

bounded, convergent and null sequences with real terms, respectively, normed by ‖𝑥𝑥‖∞ =
sup

𝑘𝑘
|𝑥𝑥𝑘𝑘|.

An Orlicz function is a function 𝑀𝑀 ∶  [0, ∞)  →  [0, ∞) which is continuous, non-

decreasing and convex with 𝑀𝑀(0) = 0, 𝑀𝑀 (𝑥𝑥) > 0 for 𝑥𝑥 > 0 and 𝑀𝑀 (𝑥𝑥) → ∞ as 𝑥𝑥 → ∞.
It is well known that if 𝑀𝑀 is a convex function and 𝑀𝑀(0) = 0, then 𝑀𝑀(𝜆𝜆𝜆𝜆) ≤ 𝜆𝜆𝜆𝜆(𝑥𝑥)

for all 𝜆𝜆 with 0 < 𝜆𝜆 < 1.
Lindenstrauss and Tzafriri [2] used the idea of Orlicz function to define what is called 

an Orlicz sequence space

ℓ𝑀𝑀 = {𝑥𝑥 ∈ 𝑤𝑤: ∑ (𝑀𝑀 (
|𝑥𝑥𝑘𝑘|

𝜌𝜌 ))
∞

𝑘𝑘=1
< ∞, for some 𝜌𝜌 > 0}

which is a Banach space with the norm

‖𝑥𝑥‖ = 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌 > 0: ∑ (𝑀𝑀 (
|𝑥𝑥𝑘𝑘|

𝜌𝜌 ))
∞

𝑘𝑘=1
≤ 1}.

The concept of paranorm is closely related to linear metric spaces. It is a generalization 

of that of absolute value. Let 𝑋𝑋 be a linear space. A function 𝑔𝑔: 𝑋𝑋 → ℝ is called paranorm, if 

[P1] 𝑔𝑔(𝑥𝑥) ≥ 0, for all 𝑥𝑥 ∈ 𝑋𝑋,

[P2] 𝑔𝑔(−𝑥𝑥) = 𝑔𝑔(𝑥𝑥), for all 𝑥𝑥 ∈ 𝑋𝑋,

[P3] 𝑔𝑔(𝑥𝑥 + 𝑦𝑦) ≤ 𝑔𝑔(𝑥𝑥) + 𝑔𝑔(𝑦𝑦) , for all 𝑥𝑥, 𝑦𝑦 ∈ 𝑋𝑋,
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[P4] If (𝜆𝜆𝑛𝑛) is a sequence of scalars with 𝜆𝜆𝑛𝑛 → 𝜆𝜆 (𝑛𝑛 → ∞) and (𝑥𝑥𝑛𝑛) is a sequence of vectors

with (𝑥𝑥𝑛𝑛 − 𝑥𝑥) → 0 (𝑛𝑛 → ∞), then 𝑔𝑔(𝜆𝜆𝑛𝑛𝑥𝑥𝑛𝑛 − 𝜆𝜆𝜆𝜆) → 0 (𝑛𝑛 → ∞).

A paranorm 𝑔𝑔 for which 𝑔𝑔(𝑥𝑥) = 0 implies 𝑥𝑥 = 0 is called a total paranorm on 𝑋𝑋, and 

the pair (𝑋𝑋, 𝑔𝑔) is called a totally paranormed space. It is well known that the metric of any linear 

metric space is given by some total paranorm [5].

Definition 1.1. Let 𝑋𝑋 be a sequence space. Then 𝑋𝑋 is called

(i) Solid (or normal), if (𝛼𝛼𝑘𝑘𝑥𝑥𝑘𝑘) ∈ 𝑋𝑋 whenever (𝑥𝑥𝑘𝑘) ∈ 𝑋𝑋 for all sequences (𝛼𝛼𝑘𝑘) of scalars with

|𝛼𝛼𝑘𝑘| ≤ 1.
(ii) Monotone provides 𝑋𝑋 contains the canonical preimages of all its stepspace.

(iii) Symmetric if (𝑥𝑥𝑘𝑘) ∈ 𝑋𝑋 implies (𝑥𝑥𝜋𝜋(𝑘𝑘)) ∈ 𝑋𝑋, where 𝜋𝜋(𝑘𝑘) is a permutation of ℕ.

(iv) A sequence algebra if (𝑥𝑥𝑘𝑘), (𝑦𝑦𝑘𝑘) ∈ 𝑋𝑋 implies (𝑥𝑥𝑘𝑘𝑦𝑦𝑘𝑘) ∈ 𝑋𝑋.

(v) Convergence free if (𝑦𝑦𝑘𝑘) ∈ 𝑋𝑋 whenever (𝑥𝑥𝑘𝑘) ∈ 𝑋𝑋 and 𝑦𝑦𝑘𝑘 = 𝜃𝜃 whenever 𝑥𝑥𝑘𝑘 = 𝜃𝜃 [1].

Parashar and Choudhary [6] introduced and examined some properties of four sequence 

spaces defined using an Orlicz function 𝑀𝑀, which generalized the well-known Orlicz sequence 

space ℓ𝑀𝑀 and strongly summable sequence spaces [𝐶𝐶, 1, 𝑝𝑝], [𝐶𝐶, 1, 𝑝𝑝]0 and [𝐶𝐶, 1, 𝑝𝑝]∞. It may be 

noted that the spaces of strongly summable sequences were discussed by Maddox [7]. 

Mursaleen et al. [8] and Savaş [11], Raj et al. [10] also used an Orlicz function to obtain some 

sequence spaces.

Let 𝑢𝑢 = (𝑢𝑢𝑘𝑘) be a sequence such that 𝑢𝑢𝑘𝑘 ≠ 0 for all 𝑘𝑘 ∈ ℕ and 𝑡𝑡 = (𝑡𝑡𝑘𝑘)be a strictly 

increasing sequence of positive real numbers. The new generalized difference triangle matrix 

𝑇𝑇 = (𝑡𝑡𝑛𝑛𝑛𝑛
𝑢𝑢 ) constituted by using sequence (𝑡𝑡𝑛𝑛) and non-zero sequence (𝑢𝑢𝑛𝑛) defined by (see [3])

𝑡𝑡𝑛𝑛𝑛𝑛
𝑢𝑢 =

{

𝑡𝑡𝑛𝑛 − 𝑡𝑡𝑛𝑛−1
𝑡𝑡𝑛𝑛

𝑢𝑢𝑛𝑛  𝑖𝑖𝑖𝑖 𝑘𝑘 = 𝑛𝑛; 
𝑡𝑡𝑛𝑛−2 − 𝑡𝑡𝑛𝑛−1

𝑡𝑡𝑛𝑛
𝑢𝑢𝑛𝑛−1    𝑖𝑖𝑖𝑖 𝑘𝑘 = 𝑛𝑛 − 1      

  0  𝑖𝑖𝑖𝑖 0 ≤ 𝑘𝑘 < 𝑛𝑛 − 1  𝑜𝑜𝑜𝑜 𝑘𝑘 > 𝑛𝑛

where 𝑘𝑘, 𝑛𝑛 ∈ ℕ. Throughout the paper, we shall denote 𝑇𝑇-transforms of a sequence 𝑥𝑥 = (𝑥𝑥𝑘𝑘)
denoted by

𝑇𝑇𝑘𝑘(𝑥𝑥) = 𝑡𝑡𝑘𝑘 − 𝑡𝑡𝑘𝑘−1
𝑡𝑡𝑘𝑘

𝑢𝑢𝑘𝑘𝑥𝑥𝑘𝑘 − 𝑡𝑡𝑘𝑘−1 − 𝑡𝑡𝑘𝑘−2
𝑡𝑡𝑘𝑘

𝑢𝑢𝑘𝑘−1𝑥𝑥𝑘𝑘−1 [4].

Let 𝑉𝑉 be the set of all sequences 𝑣𝑣 such that 𝑣𝑣𝑖𝑖 ≠ 0 for all 𝑖𝑖 ∈ ℕ.

 

The following inequality is be used throughout the article. Let 𝑝𝑝 = (𝑝𝑝𝑘𝑘) be a positive 

sequence of real numbers with 0 < 𝑝𝑝𝑘𝑘 ≤  𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑘𝑘 = 𝐻𝐻, 𝐷𝐷 = 𝑚𝑚𝑚𝑚𝑚𝑚(1, 2𝐻𝐻−1). Then for all 𝑎𝑎𝑘𝑘, 𝑏𝑏𝑘𝑘 ∈
ℂ for all 𝑘𝑘 ∈ ℕ, we have 

|𝑎𝑎𝑘𝑘 +  𝑏𝑏𝑘𝑘|𝑝𝑝𝑘𝑘 ≤ 𝐷𝐷{|𝑎𝑎𝑘𝑘|𝑝𝑝𝑘𝑘 + | 𝑏𝑏𝑘𝑘|𝑝𝑝𝑘𝑘 }. 

 

2. Main Results 

Definition 2.1. Let ℳ = (𝑀𝑀𝑘𝑘)  be a sequence of Orlicz functions and 𝑝𝑝 = (𝑝𝑝𝑘𝑘)  be any 

sequence of strictly positive real numbers. Then we define the following sequence spaces: 

𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): lim
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

= 0}  

𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): lim
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥) − 𝑙𝑙|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

= 0} 

𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): sup
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

< ∞} 

where for some 𝑙𝑙 and  𝜌𝜌 > 0. 

Some well-known spaces are obtained by specializing 𝑝𝑝 and 𝑣𝑣. 
 

If  𝑝𝑝𝑘𝑘 = 1  for all 𝑘𝑘 ∈ ℕ , then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ,  𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]  and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] 

reduce to 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣], respectively as follows: 

𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): lim
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 ) = 0} 

𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): lim
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 ) = 0} 

𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): sup
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 ) < ∞} 

where for some 𝑙𝑙 and  𝜌𝜌 > 0. 

If  𝑣𝑣𝑘𝑘 = 1  for all 𝑘𝑘 ∈ ℕ , then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] , 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]  and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] 

reduce to 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝], respectively as follows: 
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|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘
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𝑛𝑛
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𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): lim
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 ) = 0} 

𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): sup
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 ) < ∞} 

where for some 𝑙𝑙 and  𝜌𝜌 > 0. 

If  𝑣𝑣𝑘𝑘 = 1  for all 𝑘𝑘 ∈ ℕ , then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] , 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]  and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] 

reduce to 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝], respectively as follows: 
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𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): lim
𝑛𝑛

1
𝑛𝑛 ∑ [𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘𝑛𝑛

𝑘𝑘=1
= 0} 

𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): lim
𝑛𝑛

1
𝑛𝑛 ∑ [𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥) − 𝑙𝑙|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘𝑛𝑛

𝑘𝑘=1
= 0}

𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝] = {𝑥𝑥 = (𝑥𝑥𝑘𝑘): sup
𝑛𝑛

1
𝑛𝑛 ∑ [𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘𝑛𝑛

𝑘𝑘=1
< ∞}

where for some 𝑙𝑙 and  𝜌𝜌 > 0.

Theorem 2.2. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions and 𝑝𝑝 = (𝑝𝑝𝑘𝑘) be a bounded

sequence of strictly positive real numbers, then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] , 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and

𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are linear spaces over the field of complex numbers.

Proof. We shall prove only for 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. The other cases can be proved similarly. Let

𝑥𝑥, 𝑦𝑦 ∈ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑎𝑎, 𝑏𝑏 ∈ ℂ. Then there exist positive numbers 𝜌𝜌1 and 𝜌𝜌2 such that

lim
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌1 )]

𝑝𝑝𝑘𝑘

= 0,

and

lim
𝑛𝑛

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌2 )]

𝑝𝑝𝑘𝑘

= 0,

uniformly in 𝑛𝑛.

Define 𝜌𝜌3 = 𝑚𝑚𝑚𝑚𝑚𝑚(2|𝑎𝑎|𝜌𝜌1, 2|𝑏𝑏|𝜌𝜌2). Since 𝑀𝑀𝑘𝑘 are non-decreasing and convex

∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏)|
𝜌𝜌3 )]

𝑝𝑝𝑘𝑘

≤ ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑎𝑎𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌3 +

|𝑏𝑏𝑇𝑇𝑘𝑘(𝑦𝑦)|
𝜌𝜌3 )]

𝑝𝑝𝑘𝑘

 < ∑ 1
2𝑝𝑝𝑘𝑘

𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌1 +

|𝑇𝑇𝑘𝑘(𝑦𝑦)|
𝜌𝜌2 )]

𝑝𝑝𝑘𝑘

 < ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌1 +

|𝑇𝑇𝑘𝑘(𝑦𝑦)|
𝜌𝜌2 )]

𝑝𝑝𝑘𝑘

< 𝐷𝐷 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌1 )]

𝑝𝑝𝑘𝑘

+𝐷𝐷 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑦𝑦)|
𝜌𝜌2 )]

𝑝𝑝𝑘𝑘

→ 0

 

where 𝐷𝐷 = 𝑚𝑚𝑚𝑚𝑚𝑚(1, 2𝐻𝐻−1), 𝐻𝐻 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑘𝑘. This proves that 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is a linear space. 

 

Theorem 2.3. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions and 𝑝𝑝 = (𝑝𝑝𝑘𝑘) be a bounded 

sequence of strictly positive real numbers. Then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is a topological linear space, 

total paranormed by 

𝑔𝑔𝑇𝑇(𝑥𝑥) = 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1,   𝑛𝑛 = 1,2, … } 

where 𝐻𝐻 = 𝑚𝑚𝑚𝑚𝑚𝑚(1, 𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑘𝑘). 

Proof. It is easy to prove that 𝑔𝑔𝑇𝑇(𝜃𝜃) = 0 and 𝑔𝑔𝑇𝑇(𝑥𝑥) = 𝑔𝑔𝑇𝑇(−𝑥𝑥). When 𝑎𝑎 = 𝑏𝑏 = 1 is taken in 

the proof of Theorem 1, we write 𝑔𝑔𝑇𝑇(𝑥𝑥 + 𝑦𝑦) ≤ 𝑔𝑔𝑇𝑇(𝑥𝑥) + 𝑔𝑔𝑇𝑇(𝑦𝑦). Since 𝑀𝑀𝑘𝑘(0) = 0 for all 𝑘𝑘 ∈

ℕ, we have 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌
𝑝𝑝𝑛𝑛
𝐻𝐻 } = 0 for 𝑥𝑥 = 0. Conversely, suppose 𝑔𝑔𝑇𝑇(𝑥𝑥) = 0, then  

𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1,   𝑛𝑛 = 1,2, … }. 

This implies that for given 𝜖𝜖 > 0, there are some 𝜌𝜌𝜖𝜖(0 < 𝜌𝜌𝜖𝜖 < 𝜖𝜖) such that 

(1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1 

for each n. Therefore, 

(1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ (1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1 

for each 𝑛𝑛 ∈ ℕ. Suppose that 𝑥𝑥𝑚𝑚 ≠ 0 for some 𝑚𝑚 ∈ ℕ. Let 𝜖𝜖 → 0, then (|𝑥𝑥𝑚𝑚|
𝜖𝜖 ) → ∞. It follows 

that Suppose that 𝑥𝑥𝑚𝑚 ≠ 0 for some 𝑚𝑚 ∈ ℕ. Let 𝜖𝜖 → 0, then (|𝑥𝑥𝑚𝑚|
𝜖𝜖 ) → ∞. It follows that 

( 1
𝑚𝑚 ∑ 𝑣𝑣𝑘𝑘

𝑚𝑚

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

→ ∞ 

which is a contradiction. Hence 𝑥𝑥𝑚𝑚 = 0 for each 𝑚𝑚. Finally, we prove that scalar multiplication 

is continuous. Let 𝜆𝜆 be any complex number. By definition, 

𝑔𝑔𝑇𝑇(𝜆𝜆𝑥𝑥(𝑚𝑚)) = 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝜆𝜆𝑥𝑥(𝑚𝑚))|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1, 𝑛𝑛 = 1,2, … } 

                   = 𝑖𝑖𝑖𝑖𝑖𝑖 {(|𝜆𝜆|𝑠𝑠)
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛
∑ 𝑣𝑣𝑘𝑘

𝑛𝑛
𝑘𝑘=1 [𝑀𝑀𝑘𝑘 (|𝑇𝑇𝑘𝑘(𝑥𝑥(𝑚𝑚))|

𝑠𝑠 )]
𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1, 𝑛𝑛 = 1,2, … } 
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where 𝐷𝐷 = 𝑚𝑚𝑚𝑚𝑚𝑚(1, 2𝐻𝐻−1), 𝐻𝐻 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑘𝑘. This proves that 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is a linear space. 

 

Theorem 2.3. Let ℳ = (𝑀𝑀𝑘𝑘) be a sequence of Orlicz functions and 𝑝𝑝 = (𝑝𝑝𝑘𝑘) be a bounded 

sequence of strictly positive real numbers. Then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is a topological linear space, 

total paranormed by 

𝑔𝑔𝑇𝑇(𝑥𝑥) = 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1,   𝑛𝑛 = 1,2, … } 

where 𝐻𝐻 = 𝑚𝑚𝑚𝑚𝑚𝑚(1, 𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑘𝑘). 

Proof. It is easy to prove that 𝑔𝑔𝑇𝑇(𝜃𝜃) = 0 and 𝑔𝑔𝑇𝑇(𝑥𝑥) = 𝑔𝑔𝑇𝑇(−𝑥𝑥). When 𝑎𝑎 = 𝑏𝑏 = 1 is taken in 

the proof of Theorem 1, we write 𝑔𝑔𝑇𝑇(𝑥𝑥 + 𝑦𝑦) ≤ 𝑔𝑔𝑇𝑇(𝑥𝑥) + 𝑔𝑔𝑇𝑇(𝑦𝑦). Since 𝑀𝑀𝑘𝑘(0) = 0 for all 𝑘𝑘 ∈

ℕ, we have 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌
𝑝𝑝𝑛𝑛
𝐻𝐻 } = 0 for 𝑥𝑥 = 0. Conversely, suppose 𝑔𝑔𝑇𝑇(𝑥𝑥) = 0, then  

𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1,   𝑛𝑛 = 1,2, … }. 

This implies that for given 𝜖𝜖 > 0, there are some 𝜌𝜌𝜖𝜖(0 < 𝜌𝜌𝜖𝜖 < 𝜖𝜖) such that 

(1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1 

for each n. Therefore, 

(1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ (1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1 

for each 𝑛𝑛 ∈ ℕ. Suppose that 𝑥𝑥𝑚𝑚 ≠ 0 for some 𝑚𝑚 ∈ ℕ. Let 𝜖𝜖 → 0, then (|𝑥𝑥𝑚𝑚|
𝜖𝜖 ) → ∞. It follows 

that Suppose that 𝑥𝑥𝑚𝑚 ≠ 0 for some 𝑚𝑚 ∈ ℕ. Let 𝜖𝜖 → 0, then (|𝑥𝑥𝑚𝑚|
𝜖𝜖 ) → ∞. It follows that 

( 1
𝑚𝑚 ∑ 𝑣𝑣𝑘𝑘

𝑚𝑚

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

→ ∞ 

which is a contradiction. Hence 𝑥𝑥𝑚𝑚 = 0 for each 𝑚𝑚. Finally, we prove that scalar multiplication 

is continuous. Let 𝜆𝜆 be any complex number. By definition, 

𝑔𝑔𝑇𝑇(𝜆𝜆𝑥𝑥(𝑚𝑚)) = 𝑖𝑖𝑖𝑖𝑖𝑖 {𝜌𝜌
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝜆𝜆𝑥𝑥(𝑚𝑚))|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1, 𝑛𝑛 = 1,2, … } 

                   = 𝑖𝑖𝑖𝑖𝑖𝑖 {(|𝜆𝜆|𝑠𝑠)
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛
∑ 𝑣𝑣𝑘𝑘

𝑛𝑛
𝑘𝑘=1 [𝑀𝑀𝑘𝑘 (|𝑇𝑇𝑘𝑘(𝑥𝑥(𝑚𝑚))|

𝑠𝑠 )]
𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1, 𝑛𝑛 = 1,2, … } 
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where 𝑠𝑠 = ( 𝜌𝜌
|𝜆𝜆|). Since |𝜆𝜆|𝑝𝑝𝑛𝑛 ≤ 𝑚𝑚𝑚𝑚𝑚𝑚{1, |𝜆𝜆|𝐻𝐻}, then |𝜆𝜆|𝑝𝑝𝑛𝑛/𝐻𝐻 ≤ (𝑚𝑚𝑚𝑚𝑚𝑚{1, |𝜆𝜆|𝐻𝐻})1/𝐻𝐻. We have

𝑔𝑔𝑇𝑇(𝜆𝜆𝑥𝑥(𝑚𝑚)) ≤ (𝑚𝑚𝑚𝑚𝑚𝑚{1, |𝜆𝜆|𝐻𝐻})1/𝐻𝐻 𝑖𝑖𝑖𝑖𝑖𝑖 {𝑠𝑠
𝑝𝑝𝑛𝑛
𝐻𝐻 : (1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥(𝑚𝑚))|
𝑠𝑠 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

≤ 1}

= (𝑚𝑚𝑚𝑚𝑚𝑚{1, |𝜆𝜆|𝐻𝐻})1/𝐻𝐻𝑔𝑔𝑇𝑇(𝑥𝑥(𝑚𝑚))

which converges to 0 as 𝑔𝑔𝑇𝑇(𝑥𝑥(𝑚𝑚)) converges to 0 in 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣].
Now, suppose that 𝜆𝜆𝑚𝑚 → 0 and 𝑥𝑥 is in 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. For arbitrary 𝜖𝜖 > 0, let 𝑁𝑁 be a

positive integer such that 

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜖𝜖 )]

𝑝𝑝𝑘𝑘

< (𝜖𝜖/2)𝐻𝐻

for some 𝜌𝜌 > 0 and for all 𝑛𝑛 > 𝑁𝑁. This implies that

(1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜖𝜖 )]

𝑝𝑝𝑘𝑘

)
1/𝐻𝐻

< 𝜖𝜖/2

for some 𝜌𝜌 > 0 and for all 𝑛𝑛 > 𝑁𝑁. Let 0 < |𝜆𝜆| < 1. Using convexities of 𝑀𝑀𝑘𝑘, for 𝑛𝑛 > 𝑁𝑁, we 

have

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝜆𝜆𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

≤ 1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[|𝜆𝜆|𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

< (𝜖𝜖
2)

𝐻𝐻
.  (1)

Since 𝑀𝑀𝑘𝑘 are continuous everywhere in [0, ∞), for 𝑛𝑛 ≤ 𝑁𝑁, we get

𝑓𝑓(𝑡𝑡) = 1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑡𝑡𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

is continuous at 0. Therefore, there exists 0 < 𝛿𝛿 < 1 such that |𝑓𝑓(𝑡𝑡)| < (𝜖𝜖/2)𝐻𝐻 for 0 < 𝑡𝑡 < 𝛿𝛿.

Since 𝜆𝜆𝑚𝑚 → 0, ∃𝐾𝐾 such that |𝜆𝜆𝑚𝑚| < 𝛿𝛿 for 𝑚𝑚 > 𝐾𝐾. Then for 𝑚𝑚 > 𝐾𝐾 and 𝑛𝑛 ≤ 𝑁𝑁,

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝜆𝜆𝑚𝑚𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

< (𝜖𝜖/2)𝐻𝐻.  (2)

From the Eqs. (1) and (2), we have

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝜆𝜆𝑚𝑚𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

< (𝜖𝜖/2)𝐻𝐻

and so 𝑔𝑔(𝜆𝜆𝑚𝑚𝑥𝑥) → 0 as 𝑚𝑚 → ∞.

Theorem 2.4. Let 0 < 𝑞𝑞𝑘𝑘 ≤  𝑝𝑝𝑘𝑘 < ∞ for each 𝑘𝑘. Then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ⊆ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and

𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ⊆ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣].
Proof. Let 𝑥𝑥 ∈ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣]. Then there is ∃𝜌𝜌 > 0 such that

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑞𝑞𝑘𝑘

 

as 𝑛𝑛 → ∞. Since 𝑞𝑞𝑘𝑘 ≤  𝑝𝑝𝑘𝑘  and for sufficiently large 𝑛𝑛, 

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

≤  1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑞𝑞𝑘𝑘

. 

Hence 𝑥𝑥 ∈ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Similarly, we can prove another result. 

 

Corollary 2.5. (i) If 0 < 𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑘𝑘 ≤  𝑝𝑝𝑘𝑘 ≤ 1  for all 𝑘𝑘, then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ⊆ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] and 

𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ⊆ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣], 
(ii) 1 < 𝑝𝑝𝑘𝑘 ≤  𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑘𝑘 < ∞  for all k, then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] ⊆ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]  and 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] ⊆
𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 
 

Theorem 2.6. Let 0 < 𝑝𝑝𝑘𝑘 ≤  𝑞𝑞𝑘𝑘 < ∞  for each 𝑘𝑘  and (𝑞𝑞𝑘𝑘/𝑝𝑝𝑘𝑘)  be bounded, then 

𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ⊆ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ⊆ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 
Proof. Let  𝑥𝑥 ∈ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣]. Write  

𝑧𝑧𝑘𝑘 = [𝑀𝑀𝑘𝑘 (
|𝑇𝑇𝑘𝑘(𝑥𝑥) − 𝑙𝑙|

𝜌𝜌 )]
𝑞𝑞𝑘𝑘

  and   𝜆𝜆𝑘𝑘 = 𝑝𝑝𝑘𝑘
𝑞𝑞𝑘𝑘

,

 

so that 𝑝𝑝𝑘𝑘 ≤ 𝑞𝑞𝑘𝑘 , 0 < 𝜆𝜆𝑘𝑘 ≤ 1. Take 0 < 𝜆𝜆 < 𝜆𝜆𝑘𝑘 . We define the sequences (𝑤𝑤𝑘𝑘) and (𝜇𝜇𝑘𝑘) as 

follows:  

𝑤𝑤𝑘𝑘 = {𝑧𝑧𝑘𝑘    𝑖𝑖𝑖𝑖 𝑧𝑧𝑘𝑘 < 1  
0     𝑖𝑖𝑖𝑖 𝑧𝑧𝑘𝑘 ≥ 1   

and 

𝜇𝜇𝑘𝑘 = {0      𝑖𝑖𝑖𝑖 𝑧𝑧𝑘𝑘 < 1   
𝑧𝑧𝑘𝑘    𝑖𝑖𝑖𝑖 𝑧𝑧𝑘𝑘 ≥ 1   . 

Then it is clear that for all 𝑘𝑘 ∈ ℕ, we have 

𝑧𝑧𝑘𝑘 = 𝑤𝑤𝑘𝑘 + 𝜇𝜇𝑘𝑘, 𝑧𝑧𝑘𝑘
𝜆𝜆𝑘𝑘 = 𝑤𝑤𝑘𝑘

𝜆𝜆𝑘𝑘 + 𝜇𝜇𝑘𝑘
𝜆𝜆𝑘𝑘 .

Now it follows that 

𝜇𝜇𝑘𝑘
𝜆𝜆𝑘𝑘 ≤ 𝜇𝜇𝑘𝑘 < 𝑧𝑧𝑘𝑘  and  𝑤𝑤𝑘𝑘

𝜆𝜆𝑘𝑘 ≤ 𝑤𝑤𝑘𝑘
𝜆𝜆.  

Therefore,  

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑧𝑧𝑘𝑘

𝜆𝜆𝑘𝑘 ≤ 1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑧𝑧𝑘𝑘 + [1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑤𝑤𝑘𝑘]

𝜆𝜆

. 

Hence, 𝑥𝑥 ∈ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 
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1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑞𝑞𝑘𝑘

 

as 𝑛𝑛 → ∞. Since 𝑞𝑞𝑘𝑘 ≤  𝑝𝑝𝑘𝑘  and for sufficiently large 𝑛𝑛, 

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

≤  1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌 )]

𝑞𝑞𝑘𝑘

. 

Hence 𝑥𝑥 ∈ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Similarly, we can prove another result. 

 

Corollary 2.5. (i) If 0 < 𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝𝑘𝑘 ≤  𝑝𝑝𝑘𝑘 ≤ 1  for all 𝑘𝑘, then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ⊆ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] and 

𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ⊆ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣], 
(ii) 1 < 𝑝𝑝𝑘𝑘 ≤  𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑘𝑘 < ∞  for all k, then 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] ⊆ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]  and 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑣𝑣] ⊆
𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 
 

Theorem 2.6. Let 0 < 𝑝𝑝𝑘𝑘 ≤  𝑞𝑞𝑘𝑘 < ∞  for each 𝑘𝑘  and (𝑞𝑞𝑘𝑘/𝑝𝑝𝑘𝑘)  be bounded, then 

𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ⊆ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ⊆ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 
Proof. Let  𝑥𝑥 ∈ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣]. Write  

𝑧𝑧𝑘𝑘 = [𝑀𝑀𝑘𝑘 (
|𝑇𝑇𝑘𝑘(𝑥𝑥) − 𝑙𝑙|

𝜌𝜌 )]
𝑞𝑞𝑘𝑘

  and   𝜆𝜆𝑘𝑘 = 𝑝𝑝𝑘𝑘
𝑞𝑞𝑘𝑘

,

 

so that 𝑝𝑝𝑘𝑘 ≤ 𝑞𝑞𝑘𝑘 , 0 < 𝜆𝜆𝑘𝑘 ≤ 1. Take 0 < 𝜆𝜆 < 𝜆𝜆𝑘𝑘 . We define the sequences (𝑤𝑤𝑘𝑘) and (𝜇𝜇𝑘𝑘) as 

follows:  

𝑤𝑤𝑘𝑘 = {𝑧𝑧𝑘𝑘    𝑖𝑖𝑖𝑖 𝑧𝑧𝑘𝑘 < 1  
0     𝑖𝑖𝑖𝑖 𝑧𝑧𝑘𝑘 ≥ 1   

and 

𝜇𝜇𝑘𝑘 = {0      𝑖𝑖𝑖𝑖 𝑧𝑧𝑘𝑘 < 1   
𝑧𝑧𝑘𝑘    𝑖𝑖𝑖𝑖 𝑧𝑧𝑘𝑘 ≥ 1   . 

Then it is clear that for all 𝑘𝑘 ∈ ℕ, we have 

𝑧𝑧𝑘𝑘 = 𝑤𝑤𝑘𝑘 + 𝜇𝜇𝑘𝑘, 𝑧𝑧𝑘𝑘
𝜆𝜆𝑘𝑘 = 𝑤𝑤𝑘𝑘

𝜆𝜆𝑘𝑘 + 𝜇𝜇𝑘𝑘
𝜆𝜆𝑘𝑘 .

Now it follows that 

𝜇𝜇𝑘𝑘
𝜆𝜆𝑘𝑘 ≤ 𝜇𝜇𝑘𝑘 < 𝑧𝑧𝑘𝑘  and  𝑤𝑤𝑘𝑘

𝜆𝜆𝑘𝑘 ≤ 𝑤𝑤𝑘𝑘
𝜆𝜆.  

Therefore,  

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑧𝑧𝑘𝑘

𝜆𝜆𝑘𝑘 ≤ 1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑧𝑧𝑘𝑘 + [1

𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
𝑤𝑤𝑘𝑘]

𝜆𝜆

. 

Hence, 𝑥𝑥 ∈ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 
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Theorem 2.7. For any two sequences 𝑝𝑝 = (𝑝𝑝𝑘𝑘)  and 𝑞𝑞 = (𝑞𝑞𝑘𝑘)  are of strictly positive real 

numbers. Then 

(i) 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ∩ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ≠ ∅, 
(ii) 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ∩ 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ≠ ∅, 
(iii) 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ∩ 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑞𝑞, 𝑣𝑣] ≠ ∅. 

 

Theorem 2.8. Let ℳ = (𝑀𝑀𝑘𝑘) and 𝒴𝒴 = (𝑌𝑌𝑘𝑘) are two sequences of Orlicz functions. Then 

(i) 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ∩ 𝑆𝑆0[𝒴𝒴, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ⊆ 𝑆𝑆0[ℳ + 𝒴𝒴, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], 
(ii) 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ∩ 𝑆𝑆[𝒴𝒴, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ⊆ 𝑆𝑆[ℳ + 𝒴𝒴, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], 
(iii) 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ∩ 𝑆𝑆∞[𝒴𝒴, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ⊆ 𝑆𝑆∞[ℳ + 𝒴𝒴, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 
Proof. Let 𝑥𝑥 ∈ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] ∩ 𝑆𝑆0[𝒴𝒴, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Then, there are positive numbers 𝜌𝜌1 and 𝜌𝜌2 

such that 

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌1 )]

𝑝𝑝𝑘𝑘

→ 0 

as 𝑛𝑛 → ∞ and 

1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[𝑌𝑌𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌2 )]

𝑝𝑝𝑘𝑘

→ 0 

 as 𝑛𝑛 → ∞. Now, 

       1𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[(𝑀𝑀𝑘𝑘 + 𝑌𝑌𝑘𝑘) (

|𝑇𝑇𝑘𝑘(𝑥𝑥)|
𝜌𝜌1 + 𝜌𝜌2 )]

𝑝𝑝𝑘𝑘

                    ≤ 𝐷𝐷 1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[ 𝜌𝜌1
𝜌𝜌1 + 𝜌𝜌2

𝑀𝑀𝑘𝑘 (
|𝑇𝑇𝑘𝑘(𝑥𝑥)|

𝜌𝜌1 )]
𝑝𝑝𝑘𝑘

+ 𝐷𝐷 1
𝑛𝑛 ∑ 𝑣𝑣𝑘𝑘

𝑛𝑛

𝑘𝑘=1
[ 𝜌𝜌2
𝜌𝜌1 + 𝜌𝜌2

𝑌𝑌𝑘𝑘 (
|𝑇𝑇𝑘𝑘(𝑥𝑥)|

𝜌𝜌2 )]
𝑝𝑝𝑘𝑘

 

where 𝐷𝐷 = 𝑚𝑚𝑚𝑚𝑚𝑚(1, 2𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝𝑘𝑘−1). Thus, 𝑥𝑥 ∈ 𝑆𝑆0[ℳ + 𝒴𝒴, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 

 

Theorem 2.9. The sequence spaces 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are not 

convergence free in general. 

Proof. Let 𝑝𝑝𝑘𝑘 = 1,  𝑣𝑣𝑘𝑘 = 1,  𝑡𝑡𝑘𝑘 = 𝑘𝑘2,  𝑢𝑢𝑘𝑘 = 1
𝑡𝑡𝑘𝑘−𝑡𝑡𝑘𝑘−1

,  𝑥𝑥𝑘𝑘 = 𝑘𝑘,  𝑦𝑦𝑘𝑘 = (−1)𝑘𝑘𝑘𝑘3  and  𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥  

∀𝑘𝑘 ∈ [0, ∞) ∀𝑘𝑘 ∈ ℕ. Then 𝑥𝑥 =  (𝑥𝑥𝑘𝑘)  ∈ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], but 𝑦𝑦 = (𝑦𝑦𝑘𝑘) ∉ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. 

 

Theorem 2.10. The sequence spaces 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are 

not symmetric in general. 

Proof. Let 𝑡𝑡𝑘𝑘 = 𝑘𝑘, 𝑣𝑣𝑘𝑘 = 1,  𝑝𝑝𝑘𝑘 = 1, 𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥  ∀𝑘𝑘 ∈ [0, ∞), 

𝑢𝑢𝑘𝑘 = {𝑘𝑘   𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜 
0   𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒    and       𝑥𝑥𝑘𝑘 = {0   𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜  

𝑘𝑘   𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒   

∀𝑘𝑘 ∈ ℕ. Consider the arrangement (𝑦𝑦𝑘𝑘) of (𝑥𝑥𝑘𝑘) defined by (𝑦𝑦𝑘𝑘) = (2,0,4,0,6,0, … ) . Then, we 

have 

1
𝑛𝑛 ∑ [𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑦𝑦)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

→ ∞
𝑛𝑛

𝑘𝑘=1
 

as 𝑛𝑛 → ∞. Thus, (𝑦𝑦𝑘𝑘) ∉ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Hence, the space 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is not symmetric. 

 

Theorem 2.11. The sequence spaces 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are 

not monotone in general. 

Proof. Let 𝑝𝑝𝑘𝑘 = 1 ,  𝑣𝑣𝑘𝑘 = 1 ,  𝑡𝑡𝑘𝑘 = √𝑘𝑘 ,  𝑢𝑢𝑘𝑘 = 1
𝑡𝑡𝑘𝑘−𝑡𝑡𝑘𝑘−1

  and  𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥   ∀𝑘𝑘 ∈ [0, ∞)  ∀𝑘𝑘 ∈ ℕ . 

Consider 𝐾𝐾 𝑡𝑡ℎ step space of a sequence space 𝐸𝐸 defined by (𝑥𝑥𝑘𝑘), (𝑦𝑦𝑘𝑘)  ∈ 𝐸𝐸𝐾𝐾  implies that 𝑦𝑦𝑘𝑘 =
𝑥𝑥𝑘𝑘  for 𝑘𝑘  is odd and 𝑦𝑦𝑘𝑘 = 0 for 𝑘𝑘  is even. Now, take 𝑥𝑥𝑘𝑘 = 𝑘𝑘  for all 𝑘𝑘 ∈ ℕ . Then 𝑥𝑥 = (𝑥𝑥𝑘𝑘) ∈
𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] , but 𝑦𝑦 = (𝑦𝑦𝑘𝑘) ∉ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] . Hence its 𝐾𝐾 𝑡𝑡ℎ  canonical preimage 𝑦𝑦 = (𝑦𝑦𝑘𝑘) ∉
𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Therefore, the space 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is not monotone. 

 

Lemma 2.12. If a sequence space 𝑋𝑋 is solid, then 𝑋𝑋 is monotone. 

Corollary 2.13. The spaces 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] , 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are not solid in 

general. 

 

Theorem 2.14. The sequence spaces 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are 

not sequence algebra in general. 

Proof. Let 𝑝𝑝𝑘𝑘 = 1,  𝑣𝑣𝑘𝑘 = 1,  𝑡𝑡𝑘𝑘 = √𝑘𝑘,  𝑢𝑢𝑘𝑘 = 1
𝑡𝑡𝑘𝑘−𝑡𝑡𝑘𝑘−1

,  𝑥𝑥𝑘𝑘 = 𝑦𝑦𝑘𝑘 and  𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥  ∀𝑘𝑘 ∈ [0, ∞). Then  

𝑥𝑥 = (𝑥𝑥𝑘𝑘), 𝑦𝑦 = (𝑦𝑦𝑘𝑘) ∈ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], but  𝑥𝑥𝑥𝑥 = (𝑥𝑥𝑘𝑘𝑦𝑦𝑘𝑘) = (𝑘𝑘2) ∉ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Therefore, the 

space 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is not sequence algebra. 
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Proof. Let 𝑡𝑡𝑘𝑘 = 𝑘𝑘, 𝑣𝑣𝑘𝑘 = 1,  𝑝𝑝𝑘𝑘 = 1, 𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥  ∀𝑘𝑘 ∈ [0, ∞), 

𝑢𝑢𝑘𝑘 = {𝑘𝑘   𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜 
0   𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒    and       𝑥𝑥𝑘𝑘 = {0   𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜  

𝑘𝑘   𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒   

∀𝑘𝑘 ∈ ℕ. Consider the arrangement (𝑦𝑦𝑘𝑘) of (𝑥𝑥𝑘𝑘) defined by (𝑦𝑦𝑘𝑘) = (2,0,4,0,6,0, … ) . Then, we 

have 

1
𝑛𝑛 ∑ [𝑀𝑀𝑘𝑘 (

|𝑇𝑇𝑘𝑘(𝑦𝑦)|
𝜌𝜌 )]

𝑝𝑝𝑘𝑘

→ ∞
𝑛𝑛

𝑘𝑘=1
 

as 𝑛𝑛 → ∞. Thus, (𝑦𝑦𝑘𝑘) ∉ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Hence, the space 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is not symmetric. 

 

Theorem 2.11. The sequence spaces 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are 

not monotone in general. 

Proof. Let 𝑝𝑝𝑘𝑘 = 1 ,  𝑣𝑣𝑘𝑘 = 1 ,  𝑡𝑡𝑘𝑘 = √𝑘𝑘 ,  𝑢𝑢𝑘𝑘 = 1
𝑡𝑡𝑘𝑘−𝑡𝑡𝑘𝑘−1

  and  𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥   ∀𝑘𝑘 ∈ [0, ∞)  ∀𝑘𝑘 ∈ ℕ . 

Consider 𝐾𝐾 𝑡𝑡ℎ step space of a sequence space 𝐸𝐸 defined by (𝑥𝑥𝑘𝑘), (𝑦𝑦𝑘𝑘)  ∈ 𝐸𝐸𝐾𝐾  implies that 𝑦𝑦𝑘𝑘 =
𝑥𝑥𝑘𝑘  for 𝑘𝑘  is odd and 𝑦𝑦𝑘𝑘 = 0 for 𝑘𝑘  is even. Now, take 𝑥𝑥𝑘𝑘 = 𝑘𝑘  for all 𝑘𝑘 ∈ ℕ . Then 𝑥𝑥 = (𝑥𝑥𝑘𝑘) ∈
𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] , but 𝑦𝑦 = (𝑦𝑦𝑘𝑘) ∉ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] . Hence its 𝐾𝐾 𝑡𝑡ℎ  canonical preimage 𝑦𝑦 = (𝑦𝑦𝑘𝑘) ∉
𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Therefore, the space 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is not monotone. 

 

Lemma 2.12. If a sequence space 𝑋𝑋 is solid, then 𝑋𝑋 is monotone. 

Corollary 2.13. The spaces 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] , 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are not solid in 

general. 

 

Theorem 2.14. The sequence spaces 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], 𝑆𝑆[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] and 𝑆𝑆∞[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] are 

not sequence algebra in general. 

Proof. Let 𝑝𝑝𝑘𝑘 = 1,  𝑣𝑣𝑘𝑘 = 1,  𝑡𝑡𝑘𝑘 = √𝑘𝑘,  𝑢𝑢𝑘𝑘 = 1
𝑡𝑡𝑘𝑘−𝑡𝑡𝑘𝑘−1

,  𝑥𝑥𝑘𝑘 = 𝑦𝑦𝑘𝑘 and  𝑀𝑀𝑘𝑘(𝑥𝑥) = 𝑥𝑥  ∀𝑘𝑘 ∈ [0, ∞). Then  

𝑥𝑥 = (𝑥𝑥𝑘𝑘), 𝑦𝑦 = (𝑦𝑦𝑘𝑘) ∈ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣], but  𝑥𝑥𝑥𝑥 = (𝑥𝑥𝑘𝑘𝑦𝑦𝑘𝑘) = (𝑘𝑘2) ∉ 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣]. Therefore, the 

space 𝑆𝑆0[ℳ, 𝑇𝑇𝑢𝑢, 𝑝𝑝, 𝑣𝑣] is not sequence algebra. 
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DIFFUSION PROCESS
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Abstract

This study focuses on a numerical comparison of optimal control problem for a one -
dimensional anomalous diffusion process modeled via fractional Laplacian and Caputo
fractional operators. The anomalous concentration of the process is considered as the state 
function and the external force effect on the process denotes the control function. In the 
preliminary study of the present work, the model was reduced to a system of ordinary 
differential equations depending on state and control functions by applying the separation of 
variables method. In that study, the problem was solved by the Grünwald-Letnikov method.
The present study reveals numerical solutions to the problem by Diethelm's Predictor 
Corrector method. Comparative results for the Grünwald-Letnikov and Predictor-Corrector 
methods are illustrated by various Matlab simulations.

Keywords: Anomalous diffusion; Space-time fractional diffusion; Optimal control; Predictor-

Corrector method. 

1. INTRODUCTION

The diffusion phenomenon is the movement of particles in nature from a higher
concentration to a lower concentration. This natural phenomenon is frequently studied by 
physicists and biologists because of the physical behavior and molecular structure of 
molecules, by medical researchers because it occurs at the cellular level in living tissues, and 
by mathematicians since it needs mathematical modeling [1]. Adolf Fick is accepted the 
father of the diffusion law. Hence, classical diffusion process is also known as Fickian 
diffusion. Fick proposed a physical relation between flux of a matter and the gradient of its 
concentration. The solution of the classical diffusion equation arising from Fick's law 
corresponds to a probability density function. From the viewpoint of probability theory, 
Fickian particles show a normal distribution. Fick’s works primarily was based on diffusion 
of fluids. However, over time, it has been observed that the diffusion of many substances does 
not comply with this law [2]. For example, diffusion occurring in heterogeneous porous 
medium does not obey Fick's law and is therefore called non-Fickian diffusion. Particles 
acting non-Fickian can diffuse slower or faster than normal due to the heterogeneity of the 
medium. The diffusion equations modeling their behavior naturally differ as well. The basic 
tools of fractional calculus are often quite successful compared to the classical derivative and 
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integral definitions to provide realistic models for anomalous diffusion processes [3]-[6]. 
Because time-dependent fractional derivatives are able to represent memory and heritability 
properties in diffusive transports, spatial fractional derivatives are also capable to represent 
random jumps (long/short) of diffused particles. 

Optimal control of the anomaly in the diffusion process is just as important as the 
physical interpretation of the behavior. The aim is to keep the diffusion process under control 
with a force function acting from the environment. In terms of the basic concepts of optimal 
control theory, the substance concentration in the diffusion process is called the state function, 
and the external force acting on the process as desired is called the control function. Agrawal 
[7] was the first to reveal the necessary conditions of optimal control for fractional order
systems in sense of Riemann-Liouville definition. Subsequently, he extended this work to
multi-dimensional systems with Baleanu [8]. In addition, Agrawal revealed the optimality
conditions for fractional-order systems in the Caputo sense [9]. The eigenfunction expansion
approach to solve the optimal control of partial fractional order systems was also first
introduced by Agrawal [10]. This approach was successfully applied to the problems in
different curvilinear coordinate systems [11]-[16]. The basic methodology in [7] has been a
classical technique used to obtain optimality conditions for systems with other fractional
derivatives [17], [18].

In the present work, comparative results are detailed for Grünwald-Letnikov and 
Diethelm’s Predictor-Corrector methods on a space-time fractional anomalous diffusion 
model. Numerical results are graphed comparatively. This study is not intended to emphasize 
the superiority or weakness of numerical methods. On the contrary, it reveals important 
differences between the two numerical methods in practice.

2. PROBLEM FORMULATION

The discussed model in the present work is described in a line segment [15]: 

( ) ( ) ( ) ( ) [ ]2
0 , , , ,  0,1 ,C

tD c x t c x t f x t x
β

α
βκ= − −∆ + ∈ (1.1) 

where ( ),c x t denotes the anomalous concentration, namely state function, ( ),f x t is the 

external force considered as a control function, 0
C

tDα  and ( ) 2
β

−∆ represent the Caputo and

fractional Laplacian operators. Initial and boundary conditions are respectively given by 

( ) ( )
( ) ( )

0,0 ,

0, , 0.

c x c x

c t c L t

=

= =
(1.2) 

The main goal is to minimize the following performance index function subject to the 
dynamical constraint(1.1): 

( ) ( ) ( )
1

2 2
1 2

0 0

1 , , ,
2

L

J u c x t f x t dxdtω ω = + ∫ ∫ (1.3)

where 1ω and 2ω are the positive weight coefficients which balance the cost of external force 
.f It belongs to the admissible set of control functions:

( ){ }, :  is measurable and 0 1 .adU f x t f f= ≤ ≤ (1.4)

This is a type of fixed final state and free final time optimal control problem. Before 
determining the optimality conditions of the problem, the dynamical constraint is reduced to a 
system of ordinary fractional differential equations. For this purpose, the eigenfunction 
approach was used in the study (1), which is the pioneering work of the current study. The 
invariant property of the fractional Laplacian operator allows us to obtain separable solutions 
with this approach. In that work, the eigenfunction series corresponding to the state and 
control functions are as follows:

( ) ( )

( ) ( )

1

1

, sin ,

, sin .

m

k
k

m

k
k

k xc x t c t
L
k xf x t f t

L

π

π
=

=

 =  
 
 =  
 

∑

∑
(1.5)

Similarly, fractional Laplacian of state function can be represented by the following 
eigenfunction series expansion:

( ) ( ) ( )2

1
, sin .

m

k
k

k k xc x t c t
L L

ββ π π
=

   −∆ =    
   

∑ (1.6)

Note that the upper limit of the series (1.5) and (1.6) theoretically is infinite. However as 
expected, in numerical calculations, the finite upper limit value m is assumed by considering 
the prescribed error tolerance value. That is, the solution series is truncated with an admissible 
upper bound. Substitution the series (1.5) and (1.6) into the dynamical constraint (1.1) gives

( ) ( ) ( )0 ,  1, 2,..., .C
t k k k

nD c t c t f t k m
L

β
α

β
πκ  = − + = 

 
(1.7)

If the same procedure is applied to the performance index, we obtain

( ) ( )
1

0

, , ,k kJ u c f t dt= ∫ (1.8)

where the integrand known as Lagrangian function is

( ) ( ) ( )2 2
1 2, , .

4k k k k
Lc f t c t f tω ω = + 
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properties in diffusive transports, spatial fractional derivatives are also capable to represent 
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introduced by Agrawal [10]. This approach was successfully applied to the problems in
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In the present work, comparative results are detailed for Grünwald-Letnikov and 
Diethelm’s Predictor-Corrector methods on a space-time fractional anomalous diffusion 
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β

α
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where ( ),c x t denotes the anomalous concentration, namely state function, ( ),f x t is the 

external force considered as a control function, 0
C

tDα  and ( ) 2
β

−∆ represent the Caputo and

fractional Laplacian operators. Initial and boundary conditions are respectively given by 

( ) ( )
( ) ( )

0,0 ,

0, , 0.

c x c x

c t c L t

=

= =
(1.2) 

The main goal is to minimize the following performance index function subject to the 
dynamical constraint(1.1): 

( ) ( ) ( )
1

2 2
1 2

0 0

1 , , ,
2

L

J u c x t f x t dxdtω ω = + ∫ ∫ (1.3)

where 1ω and 2ω are the positive weight coefficients which balance the cost of external force 
.f It belongs to the admissible set of control functions:

( ){ }, :  is measurable and 0 1 .adU f x t f f= ≤ ≤ (1.4)

This is a type of fixed final state and free final time optimal control problem. Before 
determining the optimality conditions of the problem, the dynamical constraint is reduced to a 
system of ordinary fractional differential equations. For this purpose, the eigenfunction 
approach was used in the study (1), which is the pioneering work of the current study. The 
invariant property of the fractional Laplacian operator allows us to obtain separable solutions 
with this approach. In that work, the eigenfunction series corresponding to the state and 
control functions are as follows:
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∑

∑
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Similarly, fractional Laplacian of state function can be represented by the following 
eigenfunction series expansion:

( ) ( ) ( )2

1
, sin .

m

k
k

k k xc x t c t
L L

ββ π π
=

   −∆ =    
   

∑ (1.6)

Note that the upper limit of the series (1.5) and (1.6) theoretically is infinite. However as 
expected, in numerical calculations, the finite upper limit value m is assumed by considering 
the prescribed error tolerance value. That is, the solution series is truncated with an admissible 
upper bound. Substitution the series (1.5) and (1.6) into the dynamical constraint (1.1) gives

( ) ( ) ( )0 ,  1, 2,..., .C
t k k k

nD c t c t f t k m
L

β
α

β
πκ  = − + = 

 
(1.7)

If the same procedure is applied to the performance index, we obtain

( ) ( )
1

0

, , ,k kJ u c f t dt= ∫ (1.8)

where the integrand known as Lagrangian function is

( ) ( ) ( )2 2
1 2, , .

4k k k k
Lc f t c t f tω ω = + 
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Also, the initial condition ( )0c x can be calculated by taking 0t = in the series (1.5) and using 

the orthogonality property for the family 
1

sin
k

k x
L
π

∞

=

  
  

  
in the following 

( ) ( )0
0

20 sin .
L

k
nc c d

L L
πζζ ζ =  

 ∫ (1.9)

Let us denote the right-hand side of Eq.(1.7) by

( ) ( ) ( ), , .k k k k
kG c f t c t f t
L

β

β
πκ  = − + 

 
(1.10)

The optimality system for the fractional optimal control problem firstly proposed by Agrawal 
is defined as

( ) ( )

( ) ( ) ( )

( ) ( )

0

1

, ,          (State condition),

 Co-state condition ,

0                Control condition ,

C
t k k k

C
t k k

k k

k
k k

D c t G c f t
GD t t

c c
Gt

f f

α

αλ λ

λ

=

∂ ∂
= +
∂ ∂

∂ ∂
+ =

∂ ∂





(1.11)

where kλ represents the Lagrange multiplier (co-state) function. It is a mathematical tool that 
relates the performance index and the dynamical constraint to each other. It does not make 
real sense like state and control functions. State condition corresponds to the reduced 
dynamical constraint (1.7). Co-state condition can be easily determined using  and G
functions as follows:

( ) ( ) ( )1 1 .
2

C
t k k k

k LD t t c t
L

β
α

β
πλ κ λ ω = − + 

 
(1.12)

such that initial condition for state component and final control component are respectively 
given by

( )
( )

00 ,

1 0.
k k

k

c c

λ

=

=
(1.13)

By calculating the co-state function in terms of control component ( )kf t from the 3rd

optimality condition and substituting this into Eq.(1.12) leads to

( ) ( ) ( )1
1

2

.C
t k k k

kD f t c t f t
L

β
α

β
ω πκ
ω

 = −  
 

(1.14)

As a result, fractional optimal system consists of Eq.(1.7) and Eq.(1.14). This system was 
solved applying Grünwald-Letnikov method in [14]. In the present work, we aim to propose
numerical results by Diethelm’s Predictor-Corrector (DPC) algorithm and also to compare 
both results in sense of their differences and similarities. To remind the DPC algorithm, let us 
consider the following fractional initial-value problem in the Caputo sense:

( ) ( )( )
( ) ( ) 0

, ,

0 ,   ( 0,1,..., 1).

C

k k

D y t g t y t

y y k m

α

α

=

= = = −  
(1.15)

Integrating both sides reduces the problem to Volterra integral equation as below:

( ) ( ) ( ) ( )( )
1

1( )
0

0 0

1 , .
!

tkm
k

k

ty t y t g y d
k

ατ τ τ τ
α

−
−

=

= + −
Γ∑ ∫ (1.16)

In the classical case, for 1,α = the problem reduces to 

( ) ( )( )
( ) 0

, ,

0 .

Dy t g t y t

y y

=

=
(1.17)

For this case, the algorithm works in the following steps:

i. Time length T is divided into the N subintervals with the step size Th
N

=

such that the set of time nodes is as below:

{ }: 0,1,..., .nt nh n N= =

ii. The basic idea it to calculate the value ( ) ( ) ( ),  1, 2,..., .h j jy t y t j n≈ = Hence,  

the discretized form of the Volterra equation (1.16) is written as

( ) ( ) ( )( )
1

1 , .
n

n

t

n n
t

y t y t g y dτ τ τ
+

+ = + ∫ (1.18)

iii. Integration in the right hand side of Eq.(1.18) can be evaluated with 
trapezoidal rule with two points:

( ) ( ) ( ) .
2

b

a

b ag d g a g bτ τ −
= +  ∫ (1.19)

Using the relation (1.19), Eq.(1.18) can be rearranged as follows:

( ) ( ) ( )( ) ( )( )1 1 1, ,
2n n n n n n
hy t y t f t y t f t y t+ + + = + +  (1.20)

By replacing ( )ny t with ( ) ,h ny t Eq.(1.20) can be rewritten as
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Also, the initial condition ( )0c x can be calculated by taking 0t = in the series (1.5) and using 

the orthogonality property for the family 
1

sin
k

k x
L
π

∞

=

  
  

  
in the following 

( ) ( )0
0

20 sin .
L

k
nc c d

L L
πζζ ζ =  

 ∫ (1.9)

Let us denote the right-hand side of Eq.(1.7) by

( ) ( ) ( ), , .k k k k
kG c f t c t f t
L

β

β
πκ  = − + 

 
(1.10)

The optimality system for the fractional optimal control problem firstly proposed by Agrawal 
is defined as

( ) ( )

( ) ( ) ( )

( ) ( )

0

1

, ,          (State condition),

 Co-state condition ,

0                Control condition ,

C
t k k k

C
t k k

k k

k
k k

D c t G c f t
GD t t

c c
Gt

f f

α

αλ λ

λ

=

∂ ∂
= +
∂ ∂

∂ ∂
+ =

∂ ∂





(1.11)

where kλ represents the Lagrange multiplier (co-state) function. It is a mathematical tool that 
relates the performance index and the dynamical constraint to each other. It does not make 
real sense like state and control functions. State condition corresponds to the reduced 
dynamical constraint (1.7). Co-state condition can be easily determined using  and G
functions as follows:

( ) ( ) ( )1 1 .
2

C
t k k k

k LD t t c t
L

β
α

β
πλ κ λ ω = − + 

 
(1.12)

such that initial condition for state component and final control component are respectively 
given by

( )
( )

00 ,

1 0.
k k

k

c c

λ

=

=
(1.13)

By calculating the co-state function in terms of control component ( )kf t from the 3rd

optimality condition and substituting this into Eq.(1.12) leads to

( ) ( ) ( )1
1

2

.C
t k k k

kD f t c t f t
L

β
α

β
ω πκ
ω

 = −  
 

(1.14)

As a result, fractional optimal system consists of Eq.(1.7) and Eq.(1.14). This system was 
solved applying Grünwald-Letnikov method in [14]. In the present work, we aim to propose
numerical results by Diethelm’s Predictor-Corrector (DPC) algorithm and also to compare 
both results in sense of their differences and similarities. To remind the DPC algorithm, let us 
consider the following fractional initial-value problem in the Caputo sense:

( ) ( )( )
( ) ( ) 0

, ,

0 ,   ( 0,1,..., 1).

C

k k

D y t g t y t

y y k m

α

α

=

= = = −  
(1.15)

Integrating both sides reduces the problem to Volterra integral equation as below:

( ) ( ) ( ) ( )( )
1

1( )
0

0 0

1 , .
!

tkm
k

k

ty t y t g y d
k

ατ τ τ τ
α

−
−

=

= + −
Γ∑ ∫ (1.16)

In the classical case, for 1,α = the problem reduces to 

( ) ( )( )
( ) 0

, ,

0 .

Dy t g t y t

y y

=

=
(1.17)

For this case, the algorithm works in the following steps:

i. Time length T is divided into the N subintervals with the step size Th
N

=

such that the set of time nodes is as below:

{ }: 0,1,..., .nt nh n N= =

ii. The basic idea it to calculate the value ( ) ( ) ( ),  1, 2,..., .h j jy t y t j n≈ = Hence,  

the discretized form of the Volterra equation (1.16) is written as

( ) ( ) ( )( )
1

1 , .
n

n

t

n n
t

y t y t g y dτ τ τ
+

+ = + ∫ (1.18)

iii. Integration in the right hand side of Eq.(1.18) can be evaluated with 
trapezoidal rule with two points:

( ) ( ) ( ) .
2

b

a

b ag d g a g bτ τ −
= +  ∫ (1.19)

Using the relation (1.19), Eq.(1.18) can be rearranged as follows:

( ) ( ) ( )( ) ( )( )1 1 1, ,
2n n n n n n
hy t y t f t y t f t y t+ + + = + +  (1.20)

By replacing ( )ny t with ( ) ,h ny t Eq.(1.20) can be rewritten as
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( ) ( ) ( )( ) ( )( )1 1 1, , .
2h n h n n h n n h n
hy t y t f t y t f t y t+ + + = + +  (1.21)

Notice that the term ( )1h ny t + is stated in the both hand side of Eq.(1.21) and 

hence it cannot be calculated directly due to the nonlinear function .f
Therefore, a numerical method should be constructed. For this purpose, a 
predictor term represented by ( )1

p
h ny t + is considered and calculated similar to 

( )1h ny t + in Eq.(1.20). This term is calculated in each step of algorithm. By 

considering an error tolerance value for recursive values of solution, algorithm 
proceeds to run. Because of this procedure, the method is also called as 
“Adams predictor-corrector algorithm”.

For 1,α ≠ Diethelm et al. [19] improved the algorithm for initial-value problem (1.15). In 

that work, the integration range is taken as [ ]0, nt different from the integral in Eq.(1.18).

Similar to the classical case, the following integration is used in the algorithm:

( ) ( ) ( ) ( )
1 1

1 1
1 1 1

0 0

,
n nt t

n n nt g d t g dα ατ τ τ τ τ τ
+ +

− −
+ + +− ≈ −∫ ∫ (1.22)

in where 1ng + is a piecewise linear interpolation function at the time nodes 

( )0,1,..., 1 .jt j n= + By some computational techniques of quadrature theory, the integral in 

(1.22) can be calculated as follows:

( ) ( ) ( ) ( )
1 1

1
1 , 1

00

,
1

nt n

n j n j
j

ht g d a g t
α

ατ τ τ
α α

+ +
−

+ +
=

− ≈
+ ∑∫ (1.23)

where

( )( )
( ) ( ) ( )

1

1 1 1
, 1

1 , 0,

2 2 1 , 1 ,
1, 1.

j n

n n n j

a n j n j n j j n
j n

αα

α α α

α+

+ + +
+

 − − + =
= − + + − − − + ≤ ≤
 = +

(1.24)

Using this result, the integral equation in Eq.(1.16) was approximated [19] as follows:

( ) ( ) ( )( ) ( )( )
1

( ) 1
1 0 1 1 , 1

0 0
, + , .

! 2

km n
k pn

h n n h n j n j h j
k j

t hy t y f t y t a f t y t
k

α

α

−
+

+ + + +
= =

 
= +  Γ +  
∑ ∑ (1.25)

Notice that this iteration is valid for left-sided Caputo fractional derivative. However, both of 
left- and right-sided fractional derivatives naturally arise in the formulation of fractional 
optimal control problems. Hence, the approximation for right-sided operators is needed for 
such problems. By noticing this detail, Agrawal firstly [9] improved the Diethelm’s algorithm 

to use for fractional optimal control problems. Let us consider the optimal system given by 
Eqs.(1.7) and (1.14). We use the following abbreviations: 

1
1 4 2 3

2

, 1, .nk k k k
L

β

β
ωπκ
ω

 = = = = 
 

(1.26) 

and hence rewrite the system as follows:

( ) ( ) ( )
( ) ( ) ( )

0 1 2

1 3 4

,

.

C
t k k k

C
t k k k

D c t k c t k f t

D f t k c t k f t

α

α

= − +

= − −
(1.27) 

This system can be converted to Volterra integral equation system: 

( ) ( ) ( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( ) ( ) ( )( )

1
2 1

0

1
1

4 3

10 ,

11 ,

t

t

c t c t k f k c d

f t f t k f k c d

α

α

τ τ τ τ
α

τ τ τ τ
α

−

−

= + − −
Γ

= − − +
Γ

∫

∫
(1.28) 

where ( )0c is the initial state and ( )1f is the final control components. The discretized form 

of ( )c t is as follows:

( ) ( ) ( ) ( )2 1
0

0 , 1, 2,..., .
i

i ij j j
j

c t c a k f t k c t i N
=

 = + − = ∑ (1.29) 

or 

( ) ( ) ( ) ( ) ( )
1

1 2 2
0 01

1 0 , 1,2,..., .
1

i i

i ij j ij j ii i
j jii

c t c k a c t k a f t k a f t i N
k a

−

= =

 
= − + + = +  

∑ ∑ (1.30) 

Similarly, discretized form of control component ( )f t is written as

( ) ( ) ( ) ( )3 41 , 1, 2,...,0,
N

i ij j j
j i

f t f b k c t k f t i N N
=

 = − + = − − ∑ (1.31) 

where ijb coefficients are given by

( ) ( ) ( ) ( )
( ) ( ) ( )( )

1 1 1

1 1

1,

1 1 2 , 1 1,
2

1 1 , .
ij

j i
hb j i j i j i i j N

N i N i N i j N

α
α α α

α α α
α

α

+ + +

+ +

=
= − + + − − − − + ≤ ≤ −Γ + 

− − − − + + − =

(1.32) 

Eq.(1.31) can be easily rewritten similar to Eq.(1.30). Eqs.(1.30) and (1.31) are used to 
construct the algorithm in Matlab.
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( ) ( ) ( )( ) ( )( )1 1 1, , .
2h n h n n h n n h n
hy t y t f t y t f t y t+ + + = + +  (1.21)

Notice that the term ( )1h ny t + is stated in the both hand side of Eq.(1.21) and 

hence it cannot be calculated directly due to the nonlinear function .f
Therefore, a numerical method should be constructed. For this purpose, a 
predictor term represented by ( )1

p
h ny t + is considered and calculated similar to 

( )1h ny t + in Eq.(1.20). This term is calculated in each step of algorithm. By 

considering an error tolerance value for recursive values of solution, algorithm 
proceeds to run. Because of this procedure, the method is also called as 
“Adams predictor-corrector algorithm”.

For 1,α ≠ Diethelm et al. [19] improved the algorithm for initial-value problem (1.15). In 

that work, the integration range is taken as [ ]0, nt different from the integral in Eq.(1.18).

Similar to the classical case, the following integration is used in the algorithm:

( ) ( ) ( ) ( )
1 1

1 1
1 1 1

0 0

,
n nt t

n n nt g d t g dα ατ τ τ τ τ τ
+ +

− −
+ + +− ≈ −∫ ∫ (1.22)

in where 1ng + is a piecewise linear interpolation function at the time nodes 

( )0,1,..., 1 .jt j n= + By some computational techniques of quadrature theory, the integral in 

(1.22) can be calculated as follows:
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1 1
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n j n j
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α

ατ τ τ
α α

+ +
−
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where

( )( )
( ) ( ) ( )

1

1 1 1
, 1

1 , 0,

2 2 1 , 1 ,
1, 1.
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n n n j
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αα

α α α

α+

+ + +
+

 − − + =
= − + + − − − + ≤ ≤
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(1.24)

Using this result, the integral equation in Eq.(1.16) was approximated [19] as follows:
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Notice that this iteration is valid for left-sided Caputo fractional derivative. However, both of 
left- and right-sided fractional derivatives naturally arise in the formulation of fractional 
optimal control problems. Hence, the approximation for right-sided operators is needed for 
such problems. By noticing this detail, Agrawal firstly [9] improved the Diethelm’s algorithm 

to use for fractional optimal control problems. Let us consider the optimal system given by 
Eqs.(1.7) and (1.14). We use the following abbreviations: 

1
1 4 2 3

2

, 1, .nk k k k
L

β

β
ωπκ
ω

 = = = = 
 

(1.26) 

and hence rewrite the system as follows:
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1 3 4
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t k k k

C
t k k k

D c t k c t k f t

D f t k c t k f t
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= − +

= − −
(1.27) 

This system can be converted to Volterra integral equation system: 

( ) ( ) ( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( ) ( ) ( )( )
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2 1
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1
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τ τ τ τ
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−

−
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∫

∫
(1.28) 

where ( )0c is the initial state and ( )1f is the final control components. The discretized form 

of ( )c t is as follows:

( ) ( ) ( ) ( )2 1
0

0 , 1, 2,..., .
i

i ij j j
j

c t c a k f t k c t i N
=

 = + − = ∑ (1.29) 

or 

( ) ( ) ( ) ( ) ( )
1

1 2 2
0 01

1 0 , 1,2,..., .
1

i i

i ij j ij j ii i
j jii

c t c k a c t k a f t k a f t i N
k a

−

= =

 
= − + + = +  

∑ ∑ (1.30) 

Similarly, discretized form of control component ( )f t is written as

( ) ( ) ( ) ( )3 41 , 1, 2,...,0,
N

i ij j j
j i

f t f b k c t k f t i N N
=

 = − + = − − ∑ (1.31) 

where ijb coefficients are given by

( ) ( ) ( ) ( )
( ) ( ) ( )( )

1 1 1

1 1

1,

1 1 2 , 1 1,
2

1 1 , .
ij

j i
hb j i j i j i i j N

N i N i N i j N

α
α α α

α α α
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+ + +

+ +

=
= − + + − − − − + ≤ ≤ −Γ + 

− − − − + + − =

(1.32) 

Eq.(1.31) can be easily rewritten similar to Eq.(1.30). Eqs.(1.30) and (1.31) are used to 
construct the algorithm in Matlab.
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Let k denotes the iteration number. Therefore, the prescribed error values for state and 
control components are described as follows:

1 1max , maxk k k k
c hj hj f hj hjc c f fε ε+ += − = − (1.33)

In this approximation, the variation of iteration number k changes the prescribed error values. 
For example, for 6k = iteration, both of the error values are 0.01. On the other hand, for 

14k = iteration, the error values change as 0.001 as expected. This is a natural result for 
iterative approximations. 

The table below shows the main differences between GL approximation and Dielthem's 
method:

Grünwald-Letnikov (GL) approximation
[14], [15]

Diethelm’s predictor-corrector algorithm [9],
[19]

The method is directly applied to the 
fractional differential equation system.

The method is applied after the fractional 
differential equation system is converted to 
the Volterra integral equation system.

The definition of GL derivative, and the 
relations to RL and Caputo derivatives are 
used to get the numerical solutions.

It is an iterative approach used in the 
numerical calculation of integrals.

While creating the algorithm, the initial 
state and the final control values should be 
known.

In this approach, the initial value of the 
control should also be known. For this, an 
estimation is made by considering a tolerance 
value.

Since it only depends on time discretization, 
the convergence of the solution is 
guaranteed by reducing the sub-interval 
time lengths (h) instead of defining specific 
error parameters for the state and control 
functions and testing them at each step.

In the algorithm of this approach, error 
parameters are defined for state and control 
functions.

Since the analytical and numerical solutions
almost overlap after a specific h value, there 
is no need to use a very small h value when 
reaching numerical solutions. This allows 
the GL algorithm to run faster than the 
iterative approach.

As the value of the estimated errors for the 
state and control functions decreases, the 
numerical solutions converge to the analytical 
solutions. However, unfortunately, the number 
of iterations also increases, which extends the 
running time of the algorithm.

The difference between the two approaches 
is not significant for α and β variations.

The difference between the two approaches is 
not significant for α and β variations.

Figure 1. A comparison for state component function: 1, 1.75, 100Nα β= = = [15]. 

Figure 2. A comparison for control component function: 1, 1.75, 100Nα β= = = [15].

Figure 3. Dependence of state component function on β parameter: 1, 50Nα = = [15]. 
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Let k denotes the iteration number. Therefore, the prescribed error values for state and 
control components are described as follows:

1 1max , maxk k k k
c hj hj f hj hjc c f fε ε+ += − = − (1.33)

In this approximation, the variation of iteration number k changes the prescribed error values. 
For example, for 6k = iteration, both of the error values are 0.01. On the other hand, for 

14k = iteration, the error values change as 0.001 as expected. This is a natural result for 
iterative approximations. 

The table below shows the main differences between GL approximation and Dielthem's 
method:

Grünwald-Letnikov (GL) approximation
[14], [15]

Diethelm’s predictor-corrector algorithm [9],
[19]

The method is directly applied to the 
fractional differential equation system.

The method is applied after the fractional 
differential equation system is converted to 
the Volterra integral equation system.

The definition of GL derivative, and the 
relations to RL and Caputo derivatives are 
used to get the numerical solutions.

It is an iterative approach used in the 
numerical calculation of integrals.

While creating the algorithm, the initial 
state and the final control values should be 
known.

In this approach, the initial value of the 
control should also be known. For this, an 
estimation is made by considering a tolerance 
value.

Since it only depends on time discretization, 
the convergence of the solution is 
guaranteed by reducing the sub-interval 
time lengths (h) instead of defining specific 
error parameters for the state and control 
functions and testing them at each step.

In the algorithm of this approach, error 
parameters are defined for state and control 
functions.

Since the analytical and numerical solutions
almost overlap after a specific h value, there 
is no need to use a very small h value when 
reaching numerical solutions. This allows 
the GL algorithm to run faster than the 
iterative approach.

As the value of the estimated errors for the 
state and control functions decreases, the 
numerical solutions converge to the analytical 
solutions. However, unfortunately, the number 
of iterations also increases, which extends the 
running time of the algorithm.

The difference between the two approaches 
is not significant for α and β variations.

The difference between the two approaches is 
not significant for α and β variations.

Figure 1. A comparison for state component function: 1, 1.75, 100Nα β= = = [15]. 

Figure 2. A comparison for control component function: 1, 1.75, 100Nα β= = = [15].

Figure 3. Dependence of state component function on β parameter: 1, 50Nα = = [15]. 
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Figure 4. Dependence of control component function on β parameter: 1, 50Nα = = [15].

Figure 5. The behavior of state component function for the variations of α and iteration 
number [15].

Figure 6. The behavior of control component function for the variations of α and iteration 
number [15].

3. CONCLUSIONS

This study has focused on comparing the Grünwald-Letnikov and Diethelm’s Predictor-
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Figure 4. Dependence of control component function on β parameter: 1, 50Nα = = [15].
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Abstract  

Nanostructures are used widely in nanotechnology and nano-device in recent years and 
this paper presents the implementation of perturbation method for the vibration analysis of 
simple and fixed supported Euler-Bernoulli nanobeam in thermal environment. Considering the 
thermal loading, the equations of motion of the Euler-Bernoulli nanobeam are obtained using 
modified couple stress theory. The effect of thermal loadings on the linear vibration of the 
Euler-Bernoulli nanobeam is presented. Hamilton’s principle is employed for obtaining 
differential equation of motion of nanobeam in cooperation with suitable boundary conditions. 
An approximate solution of the presented system is developed considering the method of 
multiple scales, which is one of the perturbation techniques. The effects of temperature (ΔT) 
and the effect of the material length scale parameter (h/l), as well as effects of the simple-simple 
and clamped-clamped boundary conditions on the vibrations are determined and presented 
numerically and graphically. 

Keywords: Vibration; Nanobeam; Modified couple stress theory; Temperature effect  

1.INTRODUCTION 

In recent years, advancement of modern technologies, micro electro-mechanical and nano-
electromechanical systems (MEMS/NEMS) consisting of features such as lightweight, small 
size, high sensitivity, fast response, low energy dissipation, and increasing durability have been 
found to have wide range of applications [1]. This technological advancement in many 
engineering fields has facilitated the application of nanostructures because of their 
extraordinary electrical, thermal and mechanical properties. Nanostructures with temperature 
dependent properties have been used in nano-electromechanical systems (NEMS). Thus, 
introducing an accurate mathematical model of nanobeams with temperature-dependent 
properties is a major and important topic for the design of NEMS. This observation is very 
important in the industry, especially in the design of precision devices and machines. 
Nanostructures are capable of making significant difference in people’s lives and study on 
nanobeams, which are an important element of nanostructures, are necessary. Due to 
widespread utilization of this peerless category of materials at micro and nano scales, during 
past few years, many experimental tests have been done and a lot of experimental papers have 
been published on this topic to get the most compatible theory to analyze their behavior [2-11]. 
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dependent properties have been used in nano-electromechanical systems (NEMS). Thus, 
introducing an accurate mathematical model of nanobeams with temperature-dependent 
properties is a major and important topic for the design of NEMS. This observation is very 
important in the industry, especially in the design of precision devices and machines. 
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The performance of such systems largely depends on a characteristic, termed as the quality 
factor. The quality factor is defined as the ratio of stored energy in the system and dissipated 
energy by the system per cycle of vibration. A high quality factor indicates a lower rate of 
energy dissipation in the vibrating systems. This implies that we need to design systems with 
high quality factor so that the systems can vibrate for a longer time [1]. 

The static and dynamic behavior of nanobeam has received considerable attention. 
Classical elasticity and plasticity cannot be used to interpret the size effect observed in 
numerous tests at micron and nanometer scales because of their lack in an internal material 
length scale parameter. However, higher-order (non-local) continuum theories contain material 
length scale parameters and are capable of explaining microstructure related size (and other) 
effects. Couple stress theories represent one class of such higher-order theories [3].  

The classical couple stress elasticity theory contains four material constants (two classical 
and two additional) for isotropic elastic materials. The two additional constants are related to 
the underlying microstructure of the material and are inherently difficult to determine, opening 
a door for a development of higher order theories like modified couple stress theory. Compared 
to the classical theory, the modified theory has two advantages: the couple stress tensor being 
symmetric, and only one internal length scale parameter involved. These features make the 
modified couple stress theory easier to use. 

2.MODIFIED COUPLE STRESS THEORY 

2.1 Description 

According to the modified couple stress theory of Yang et al [12], the strain energy is a 
function of both strain (conjugated with stress) and curvature (conjugated with couple stress). 
It then follows that the strain energy U in a deformed isotropic linear elastic material occupying 
region Ω is given by 

                        U = 1
2 ∭ (σ: ε + m: χ)dvΩ                                                                                  (1) 

                        ℇ = 1
2 ((∇u) + (∇u)T) = 1

2 (ui,j + uj.i)                                                             (2) 

                        χ = 1
2 ((∇ϴ) + (∇ϴ)T) =1

2 (ϴi,j + ϴj,i)                                                              (3) 

                        σ = λtr(ℇ)I + 2μℇ                                                                                           (4) 

                       m = 2l2μχ                                                                                                          (5) 

where σ (stress tensor), ℇ (strain tensor), m (deviatoric part of the couple stress tensor),  χ 
(symmetric curvature tensor), 𝝀𝝀 and 𝝻𝝻 being Lame’s constants,  l is a material length scale 
parameter, u is a displacement vector, and ϴ  is the rotation vector. 

 

 

2.2 Equation of Motion and Boundary Conditions 

In this study, vibration of nanobeam in thermal environment is carried out. The two types 
of boundary conditions that are considered in this study are simple-simple and clamped-
clamped boundary conditions. Hamilton’s principle and the modified couple stress theory are 
used to derive the governing equations of motion and boundary condition of Euler-Bernoulli 
beam model nanobeam. 
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where  y∗ denotes the transverse displacement of the beam section between supports, L is the 
length of the beam, t∗ is the time, ρA is the mass per unit length, N∗ is the axial force, EA is 
longitudinal rigidity and EI is flexural rigidity. 

Hamilton's principle is one of the most fundamental principles in vibration analysis. It leads 
to the basic equations of dynamics and elasticity. It is based on the assumption that when a 
system moves from a state at a time t1 to a new state at the time t2, in a Newtonian route, then 
the actual route out of all the possible ones obeys stationarity. Hamilton’s Principle is given as  
                          δ ∫ Ldt = 0                                                     t2

t1                                                     (7) 

                   ∫ (δT − (δU − δWext))dt
∗t2

t1 = 0                                                                          (8) 

By applying integration by part the followıng result is obtained. 
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The following parameters are then used to convert the above equation into dimensionless form 

x = x∗

L   ,    y = y∗

L ,     ξ = h
l    ,      t = t∗

L2 √ EI
ρA ,   η = 6

(1+υ)ξ2 ,   Nt = αA(ΔT)𝐿𝐿2

I (1−2υ)                                    (10) 

The dimensionless equation then becomes 
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0
∂2y
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The boundary conditions are given in Table 1 

Table 1 Boundary conditions 
S-S case C-C case 

𝑦𝑦(0)    = 0        y(1)    = 0 
y′′(0) = 0      y′′(1) = 0 

𝑦𝑦(0)  = 0           y(1)  = 0 
y′(0) = 0          y′(1) = 0 
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3.PERTURBATION ANALYSIS 

Analytical solution will be obtained approximately with the help of the multiple scale method, 
which is one of a perturbation technique Nayfeh [13,14]. According to the following expansion; 

              𝑦𝑦(𝑥𝑥, 𝑡𝑡; 𝜖𝜖) = 𝑦𝑦0(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1) + 𝜖𝜖 𝑦𝑦1(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1)                                                               (12) 

where 𝑇𝑇𝑛𝑛 , are defined           

              𝑇𝑇0 = 𝑡𝑡; 𝑇𝑇1 = 𝜖𝜖𝜖𝜖                

                ∂
∂t = ϵ0D0 + ϵ1D1                                                                                                   (13)  

               ∂2

∂t2 = 𝛜𝛜0D0
2 + 2ϵD0D1                    

where ε is a small dimensionless parameter and Dn is the new differential operator, which is 
defined as: 
                   Dn = ∂

∂Tn
  , 𝑛𝑛 = 0,1,2,3, …                                                                                   (14) 

Substituting the above equations into our equation of motion and categorizing them according 
to their respective order 

Order (1): 
(1 + η)𝑦𝑦0

𝑖𝑖𝑖𝑖 + 𝐷𝐷0
2𝑦𝑦0 + 𝑁𝑁𝑡𝑡𝑦𝑦0

′′ = 0                                                                                        (15) 

Order (𝛜𝛜): 

(1 + η)𝑦𝑦1
𝑖𝑖𝑖𝑖 + 𝐷𝐷0

2𝑦𝑦1 + 𝑁𝑁𝑡𝑡𝑦𝑦1
′′ 

 = −2𝐷𝐷0𝐷𝐷1𝑦𝑦0 + 1
2 ∫ [𝑦𝑦0

′2𝑑𝑑𝑑𝑑]L
0 𝑦𝑦0

′′ + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 − 2𝜇𝜇𝐷𝐷0𝑦𝑦0                                 (16) 

3.1. Linear Problem 

In this section, solutions of first-order equations are performed to obtain fundamental linear 
frequencies and mode shapes. The first order of perturbation, which is linear, the solution is 
represented by 

 𝑦𝑦0(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1) = [𝐴𝐴(𝑇𝑇1)𝑒𝑒𝑖𝑖𝑖𝑖𝑇𝑇0 + 𝑐𝑐𝑐𝑐]𝑌𝑌(𝑥𝑥)                                                                         (17) 

where cc, ω, A ( ) represent to the complex conjugate, natural frequency, complex amplitude 
respectively. By substituting the above equatıon into order (1) results in 
 
       (1 + η)𝑌𝑌𝑖𝑖𝑖𝑖(x) + (𝑁𝑁𝑡𝑡)𝑌𝑌′′(𝑥𝑥) − 𝜔𝜔2𝑌𝑌(𝑥𝑥) = 0                                                                  (18) 
 

The following shape function for any beam segment is considered for solution of the equation 

  xixixixi ececececxY 4321
4321)(                                                                                                (19) 

4. NUMERICAL SOLUTIONS 

The numerical applications of multiple scale method developed for the linear vibration 
analysis of nanobeams under temperature effect are presented in this section. The material and 
geometric properties are selected as follows: height and thickness of rectangular cross-section 
are h=1 nm and b=2h, length of nanobeam is L=20 nm. Modulus of elasticity, Poisson’s ratio 
and mass of unit volume are E=30Gpa, v=0.3 and ρ=1 kg/m3, respectively. At temperature 
equal to or lower than room temperature, 𝛼𝛼=−1.6×10−6, the values of temperature change 
considered are 𝑇𝑇=0𝐾𝐾, 𝑇𝑇=100𝐾𝐾 and 𝑇𝑇=200𝐾𝐾. At temperature higher than room temperature, 
𝛼𝛼=1.1×10−6, the values of temperature change considered are 𝑇𝑇=400𝐾𝐾, 𝑇𝑇=600𝐾𝐾 [15]. 

Table 1. First three non-dimensional frequencies for Simple-Simple and Clamped-Clamped 
  Boundary Conditions 
  S-S  C-C 
h/l ΔT(K) Mode 1 Mode 2 Mode 3  Mode 1 Mode 2 Mode 3 

Temperature ΔT is low and room 
1 0 23.3878 93.5512 210.49  53.0175 146.145 286.502 

50 23.5895 93.7536 210.693  53.1288 146.296 286.668 
100 23.7895 93.9555 210.895  53.2398 146.447 286.834 
200 24.1845 94.358 211.299  53.461 146.749 287.164 

2 0 14.4846 57.9385 130.362  32.835 90.511 177.438 
50 14.8081 58.2646 130.688  33.0143 90.7548 177.705 
100 15.1246 58.589 131.014  33.1926 90.998 177.972 
200 15.7386 59.2323 131.663  33.5459 91.4822 178.505 

3 0 12.1393 48.5572 109.254  27.5184 75.8556 148.707 
50 12.5235 48.9459 109.643  27.7321 76.1464 149.026 
100 12.8962 49.3315 110.031  27.944 76.436 149.344 
200 13.6111 50.0939 110.804  28.3625 77.0117 149.979 

4 0 11.203 44.8121 100.827  25.396 70.0051 137.238 
50 11.6182 45.233 101.249  25.6274 70.3201 137.583 
100 12.019 45.65 101.669  25.8565 70.6336 137.928 
200 12.7831 46.4728 102.505  26.3081 71.2561 138.615 

5 0 10.7421 42.9683 96.6787  24.3511 67.1247 131.591 
50 11.1744 43.4071 97.1187  24.5923 67.4532 131.952 
100 11.5906 43.8415 97.5568  24.8309 67.7799 132.311 
200 12.3811 44.6976 98.427  25.3007 68.4283 133.026 

Temperature ΔT is high 
1 0 23.3878 93.5512 210.49  53.0175 146.145 286.502 

200 22.824 92.9925 209.932  52.7103 145.728 286.046 
400 22.2459 92.4304 209.373  52.401 145.31 285.59 
600 21.6523 91.8649 208.812  52.0897 144.891 285.132 

2 0 14.4846 57.9385 130.362  32.835 90.511 177.438 
200 13.5554 57.032 129.459  32.3363 89.8367 176.7 
400 12.5576 56.1108 128.55  31.8289 89.1569 175.96 
600 11.4733 55.1743 127.635  31.3126 88.4716 175.216 

3 0 12.1393 48.5572 109.254  27.5184 75.8556 148.707 
200 11.0139 47.4718 108.175  26.9212 75.0497 147.827 
400 9.75966 46.3611 107.086  26.309 74.2343 146.941 
600 8.31837 45.2231 105.985  25.6808 73.4093 146.049 

4 0 11.203 44.8121 100.827  25.396 70.0051 137.238 
200 9.97257 43.6337 99.6576  24.7475 69.1309 136.283 
400 8.56717 42.4226 98.474  24.0797 68.2448 135.322 
600 6.88045 41.1759 97.2761  23.3911 67.3461 134.353 

5 0 10.7421 42.9683 96.6787  24.3511 67.1247 131.591 
200 9.4518 41.7379 95.4582  23.6739 66.2125 130.595 
400 7.95492 40.4701 94.2219  22.9747 65.2866 129.592 
600 6.10123 39.1613 92.9692  22.2514 64.3465 128.58 
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3.PERTURBATION ANALYSIS 

Analytical solution will be obtained approximately with the help of the multiple scale method, 
which is one of a perturbation technique Nayfeh [13,14]. According to the following expansion; 

              𝑦𝑦(𝑥𝑥, 𝑡𝑡; 𝜖𝜖) = 𝑦𝑦0(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1) + 𝜖𝜖 𝑦𝑦1(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1)                                                               (12) 

where 𝑇𝑇𝑛𝑛 , are defined           

              𝑇𝑇0 = 𝑡𝑡; 𝑇𝑇1 = 𝜖𝜖𝜖𝜖                

                ∂
∂t = ϵ0D0 + ϵ1D1                                                                                                   (13)  

               ∂2

∂t2 = 𝛜𝛜0D0
2 + 2ϵD0D1                    

where ε is a small dimensionless parameter and Dn is the new differential operator, which is 
defined as: 
                   Dn = ∂

∂Tn
  , 𝑛𝑛 = 0,1,2,3, …                                                                                   (14) 

Substituting the above equations into our equation of motion and categorizing them according 
to their respective order 

Order (1): 
(1 + η)𝑦𝑦0

𝑖𝑖𝑖𝑖 + 𝐷𝐷0
2𝑦𝑦0 + 𝑁𝑁𝑡𝑡𝑦𝑦0

′′ = 0                                                                                        (15) 

Order (𝛜𝛜): 

(1 + η)𝑦𝑦1
𝑖𝑖𝑖𝑖 + 𝐷𝐷0

2𝑦𝑦1 + 𝑁𝑁𝑡𝑡𝑦𝑦1
′′ 

 = −2𝐷𝐷0𝐷𝐷1𝑦𝑦0 + 1
2 ∫ [𝑦𝑦0

′2𝑑𝑑𝑑𝑑]L
0 𝑦𝑦0

′′ + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 − 2𝜇𝜇𝐷𝐷0𝑦𝑦0                                 (16) 

3.1. Linear Problem 

In this section, solutions of first-order equations are performed to obtain fundamental linear 
frequencies and mode shapes. The first order of perturbation, which is linear, the solution is 
represented by 

 𝑦𝑦0(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1) = [𝐴𝐴(𝑇𝑇1)𝑒𝑒𝑖𝑖𝑖𝑖𝑇𝑇0 + 𝑐𝑐𝑐𝑐]𝑌𝑌(𝑥𝑥)                                                                         (17) 

where cc, ω, A ( ) represent to the complex conjugate, natural frequency, complex amplitude 
respectively. By substituting the above equatıon into order (1) results in 
 
       (1 + η)𝑌𝑌𝑖𝑖𝑖𝑖(x) + (𝑁𝑁𝑡𝑡)𝑌𝑌′′(𝑥𝑥) − 𝜔𝜔2𝑌𝑌(𝑥𝑥) = 0                                                                  (18) 
 

The following shape function for any beam segment is considered for solution of the equation 

  xixixixi ececececxY 4321
4321)(                                                                                                (19) 

4. NUMERICAL SOLUTIONS 

The numerical applications of multiple scale method developed for the linear vibration 
analysis of nanobeams under temperature effect are presented in this section. The material and 
geometric properties are selected as follows: height and thickness of rectangular cross-section 
are h=1 nm and b=2h, length of nanobeam is L=20 nm. Modulus of elasticity, Poisson’s ratio 
and mass of unit volume are E=30Gpa, v=0.3 and ρ=1 kg/m3, respectively. At temperature 
equal to or lower than room temperature, 𝛼𝛼=−1.6×10−6, the values of temperature change 
considered are 𝑇𝑇=0𝐾𝐾, 𝑇𝑇=100𝐾𝐾 and 𝑇𝑇=200𝐾𝐾. At temperature higher than room temperature, 
𝛼𝛼=1.1×10−6, the values of temperature change considered are 𝑇𝑇=400𝐾𝐾, 𝑇𝑇=600𝐾𝐾 [15]. 

Table 1. First three non-dimensional frequencies for Simple-Simple and Clamped-Clamped 
  Boundary Conditions 
  S-S  C-C 
h/l ΔT(K) Mode 1 Mode 2 Mode 3  Mode 1 Mode 2 Mode 3 

Temperature ΔT is low and room 
1 0 23.3878 93.5512 210.49  53.0175 146.145 286.502 

50 23.5895 93.7536 210.693  53.1288 146.296 286.668 
100 23.7895 93.9555 210.895  53.2398 146.447 286.834 
200 24.1845 94.358 211.299  53.461 146.749 287.164 

2 0 14.4846 57.9385 130.362  32.835 90.511 177.438 
50 14.8081 58.2646 130.688  33.0143 90.7548 177.705 
100 15.1246 58.589 131.014  33.1926 90.998 177.972 
200 15.7386 59.2323 131.663  33.5459 91.4822 178.505 

3 0 12.1393 48.5572 109.254  27.5184 75.8556 148.707 
50 12.5235 48.9459 109.643  27.7321 76.1464 149.026 
100 12.8962 49.3315 110.031  27.944 76.436 149.344 
200 13.6111 50.0939 110.804  28.3625 77.0117 149.979 

4 0 11.203 44.8121 100.827  25.396 70.0051 137.238 
50 11.6182 45.233 101.249  25.6274 70.3201 137.583 
100 12.019 45.65 101.669  25.8565 70.6336 137.928 
200 12.7831 46.4728 102.505  26.3081 71.2561 138.615 

5 0 10.7421 42.9683 96.6787  24.3511 67.1247 131.591 
50 11.1744 43.4071 97.1187  24.5923 67.4532 131.952 
100 11.5906 43.8415 97.5568  24.8309 67.7799 132.311 
200 12.3811 44.6976 98.427  25.3007 68.4283 133.026 

Temperature ΔT is high 
1 0 23.3878 93.5512 210.49  53.0175 146.145 286.502 

200 22.824 92.9925 209.932  52.7103 145.728 286.046 
400 22.2459 92.4304 209.373  52.401 145.31 285.59 
600 21.6523 91.8649 208.812  52.0897 144.891 285.132 

2 0 14.4846 57.9385 130.362  32.835 90.511 177.438 
200 13.5554 57.032 129.459  32.3363 89.8367 176.7 
400 12.5576 56.1108 128.55  31.8289 89.1569 175.96 
600 11.4733 55.1743 127.635  31.3126 88.4716 175.216 

3 0 12.1393 48.5572 109.254  27.5184 75.8556 148.707 
200 11.0139 47.4718 108.175  26.9212 75.0497 147.827 
400 9.75966 46.3611 107.086  26.309 74.2343 146.941 
600 8.31837 45.2231 105.985  25.6808 73.4093 146.049 

4 0 11.203 44.8121 100.827  25.396 70.0051 137.238 
200 9.97257 43.6337 99.6576  24.7475 69.1309 136.283 
400 8.56717 42.4226 98.474  24.0797 68.2448 135.322 
600 6.88045 41.1759 97.2761  23.3911 67.3461 134.353 

5 0 10.7421 42.9683 96.6787  24.3511 67.1247 131.591 
200 9.4518 41.7379 95.4582  23.6739 66.2125 130.595 
400 7.95492 40.4701 94.2219  22.9747 65.2866 129.592 
600 6.10123 39.1613 92.9692  22.2514 64.3465 128.58 
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The first three nondimensional vibration frequency values of a nanobeam in thermal 
environment are tabulated in Table 2 for different values of height-to-height ratio (h/l), and 
temperature change (ΔT(K)). On this study, Table 2 is constructed by taking the values of h/l 
=1, 2, 3, 4 and 5 values and ΔT =0, 50, 100, 200 K for room and low temperature and ΔT=0, 
200, 400 and 600 K for high temperature. In this table, S-S and C-C are considered as boundary 
condition types of nanobeam. The results of Table 2 indicated that the high temperatures 
decrease the fundamental frequencies, and low temperatures increase the fundamental 
frequencies. It is because that nanobeam stiffness rises at a low temperature and decreases at a 
high temperature. And also it is seen that the thermal effect has a significant effect on the 
vibration analysis of nanobeam. This holds true for both kinds of boundary conditions. Mode 
shapes of linear first three frequencies of S-S and C-C are plotted in Fig. 2 for h/l=1 and ΔT=100 
K values, respectively. 
 

 

(a) (b) 
Fig.1. First three vibration modes shape for ΔT=100K and  h/l=1 a) Simply supported b) Clamped-clamped 
supported  

5.CONCLUSIONS 

In this study, vibration analysis of nanobeam in thermal environment has been investigated. 
Euler-Bernoulli beam theory is used to model it and modified couple stress theory is used to 
describe the problem. The equation of motion of the system is obtained using the Hamilton’s 
principle. These equations are then solved by using one of the perturbation techniques, which 
is a multiple scale method. The frequency values for simple-simple and clamped-clamped 
boundary conditions are obtained using height-to-height ratio (h/l), and temperature change 
(ΔT(K)) into consideration. The low temperature increases the fundamental frequency value of 
the SS and CC nanobeams and the high temperature decreases the fundamental frequency 
values both type of boundary conditions. It is because of a reduction in the stiffness, and the 
induced damping effect by the temperature. Any parameter acting on the nanobeam influences 
the fundamental frequency values.  
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The first three nondimensional vibration frequency values of a nanobeam in thermal 
environment are tabulated in Table 2 for different values of height-to-height ratio (h/l), and 
temperature change (ΔT(K)). On this study, Table 2 is constructed by taking the values of h/l 
=1, 2, 3, 4 and 5 values and ΔT =0, 50, 100, 200 K for room and low temperature and ΔT=0, 
200, 400 and 600 K for high temperature. In this table, S-S and C-C are considered as boundary 
condition types of nanobeam. The results of Table 2 indicated that the high temperatures 
decrease the fundamental frequencies, and low temperatures increase the fundamental 
frequencies. It is because that nanobeam stiffness rises at a low temperature and decreases at a 
high temperature. And also it is seen that the thermal effect has a significant effect on the 
vibration analysis of nanobeam. This holds true for both kinds of boundary conditions. Mode 
shapes of linear first three frequencies of S-S and C-C are plotted in Fig. 2 for h/l=1 and ΔT=100 
K values, respectively. 
 

 

(a) (b) 
Fig.1. First three vibration modes shape for ΔT=100K and  h/l=1 a) Simply supported b) Clamped-clamped 
supported  

5.CONCLUSIONS 

In this study, vibration analysis of nanobeam in thermal environment has been investigated. 
Euler-Bernoulli beam theory is used to model it and modified couple stress theory is used to 
describe the problem. The equation of motion of the system is obtained using the Hamilton’s 
principle. These equations are then solved by using one of the perturbation techniques, which 
is a multiple scale method. The frequency values for simple-simple and clamped-clamped 
boundary conditions are obtained using height-to-height ratio (h/l), and temperature change 
(ΔT(K)) into consideration. The low temperature increases the fundamental frequency value of 
the SS and CC nanobeams and the high temperature decreases the fundamental frequency 
values both type of boundary conditions. It is because of a reduction in the stiffness, and the 
induced damping effect by the temperature. Any parameter acting on the nanobeam influences 
the fundamental frequency values.  
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Abstract  

The linear vibrations of a Euler-Bernoulli nanobeam under the thermal effect are 
investigated based on nonlocal elasticity theory. The governing equation is proposed by 
Hamilton’s principle considering geometric nonlinearity due to stretching effect. The method 
of multiple scales is applied to the governing equation to evaluate the linear fundamental 
frequencies and mode shapes. In the analyses, simple-simple (S-S) and clamped-clamped (C-
C) are considered as boundary condition types of nanobeam. The influence of the small scale 
parameter (γ) and temperature change parameter (ΔT) as well as effects of different boundary 
conditions on vibrational frequency are investigated numerically and presented graphically.    
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1.INTRODUCTION 

Nanotechnology is an evolving technology, and we can see more applications in 
nanotechnology. Nowadays, it is clear that it will spread much wider in the future. 
Nanotechnology can be said to be a golden key for technology, as technology developments 
continue and human needs is now being ensured by smaller materials and tools [1]. 
Nanomaterials attracted great concentration due to numerous applications in science and 
engineering areas such as mechanical, automobile, aviation and space research, defense sector, 
environment and energy, wireless networks (communication), biomedical sectors electronics 
(nanorods), material and manufacturing industry, optics, several engineering structures and etc. 
Hence, detailed investigation of the mechanical behavior of nanostructures including bending, 
buckling and vibration are necessary to increase their reliability and obtain the proper design of 
small-scale systems. 
 
In the 1970s and later, Eringen [2,3] proposed the nonlocal elasticity theory to model materials 
with nonlocal stress not only dependent on the classical local stress at a particular point but also 
dependent on a spatial integral which represents weighted averages of the contributions of local 
stress of all points in the domain. The application of nonlocal elasticity theory to micro and 
nano structures, the version proposed by Peddieson et al.[4], has received much attention in the 
nanotechnology community, because of the simple constitutive equations that incorporate the 
small scale parameter. Deformation of nanobeams based on Euler-Bernoulli, Timoshenko or 

the shell model was investigated to understand the contribution of the nonlocal effect [4-9]. Lim 
and Wang [10] used a high-order strain gradient nonlocal stress model to derive bending 
solutions of a nanobeam at different boundary conditions. 
 
The nonlocal elasticity theory of beams and bars and their static and dynamic analysis led to an 
understanding of the mechanical behavior of structures at the atomic scale. Numanoğlu et al. 
[11] investigated thermo-mechanical vibrational response of Timoshenko nanobeams by using 
nonlocal elasticity theory. Abdullah et al. [12] studied nonlinear vibration of nanobeams 
embedded in the linear and nonlinear elastic materials under magnetic and temperature effects. 
Demir and Civalek [13] presented vibration analysis of nanobeams embedded in nonlinear 
elastic medium under thermal and magnetic effects. Magneto-electro-mechanical size 
dependent nonlinear vibration of a nanobeam embedded in multilayer foundation is studied by 
using nonlocal elasticity theory [14]. Sari [15] investigated the second and third order 
superharmonic resonances of a simply supported nonlocal nano Euler-Bernoulli beam which is 
resting on elastic foundation and subjecting thermal and magmetic axial loads as well as 
uniform transverse harmonic excitation. Karlićić et al. [16] developed a model to describe the 
free vibration behavior of a cracked nanobeam embedded in an elastic medium by considering 
the effects of longitudinal magnetic field and temperature change. Lal and Dangi [17] analyzed 
the vibrational characteristics of a functionally graded non-uniform Timoshenko nnaobeam 
under linear and nonlinear temperature profiles on the base of nonlocal elasticity theory.  
 
In view of above literature survey, in this research is develop numerical methods that best suits 
to solve the vibration analysis of nanobeam in thermal environment. In this article presents 
vibration analysis of Euler-Bernoulli nanobeam considering a thermal effect. Size dependency 
of the nanobeam is described via nonlocal elasticity theory. The governing equations are 
obtained by Hamilton principle and solved by using multiple scale perturbation method.  

2. THEORY 

2.1 Nonlocal elasticity theory 

According to the Eringen’s nonlocal elasticity theory [3,18,19], the nonlocal stress tensor σij at 
point x of a homogenous and isotropic nanobeam relates to the local stress-tensor (tij) can be 
written as: 

[1 − (𝑒𝑒0𝑎𝑎)2∇2]𝜎𝜎𝑖𝑖𝑖𝑖 = [1 − (𝜏𝜏𝜏𝜏)2∇2]𝜎𝜎𝑖𝑖𝑖𝑖 = 𝐸𝐸𝐸𝐸(𝑥𝑥) = 𝑡𝑡𝑖𝑖𝑖𝑖                                                           (1) 

𝜎𝜎𝑥𝑥𝑥𝑥 − (𝑒𝑒0𝑎𝑎)2 𝜕𝜕𝜎𝜎𝑥𝑥𝑥𝑥2

𝜕𝜕𝑥𝑥2 = 𝐸𝐸𝜀𝜀𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑥𝑥𝑥𝑥                                             (2)                

where 𝑡𝑡𝑥𝑥𝑥𝑥 and 𝜎𝜎𝑥𝑥𝑥𝑥 are the local and nonlocal normal stresses respectively. Here (𝑒𝑒0𝑎𝑎)2, 𝜀𝜀𝑥𝑥𝑥𝑥 and 
E are the nonlocal parameter, local strain and elastic modulus, respectively. Also, 𝑒𝑒0 is a 
constant appropriate to each material, a  is an internal characteristic length (e.g, lattice 
parameter, granular distance) and L is an external characteristic length (e.g, crack length, 
wavelength). Generally, a conservative estimate of the nonlocal parameter is 2e0 0  a  nm 
for SWCNTs is proposed by Wang [20].  
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Nanotechnology is an evolving technology, and we can see more applications in 
nanotechnology. Nowadays, it is clear that it will spread much wider in the future. 
Nanotechnology can be said to be a golden key for technology, as technology developments 
continue and human needs is now being ensured by smaller materials and tools [1]. 
Nanomaterials attracted great concentration due to numerous applications in science and 
engineering areas such as mechanical, automobile, aviation and space research, defense sector, 
environment and energy, wireless networks (communication), biomedical sectors electronics 
(nanorods), material and manufacturing industry, optics, several engineering structures and etc. 
Hence, detailed investigation of the mechanical behavior of nanostructures including bending, 
buckling and vibration are necessary to increase their reliability and obtain the proper design of 
small-scale systems. 
 
In the 1970s and later, Eringen [2,3] proposed the nonlocal elasticity theory to model materials 
with nonlocal stress not only dependent on the classical local stress at a particular point but also 
dependent on a spatial integral which represents weighted averages of the contributions of local 
stress of all points in the domain. The application of nonlocal elasticity theory to micro and 
nano structures, the version proposed by Peddieson et al.[4], has received much attention in the 
nanotechnology community, because of the simple constitutive equations that incorporate the 
small scale parameter. Deformation of nanobeams based on Euler-Bernoulli, Timoshenko or 

the shell model was investigated to understand the contribution of the nonlocal effect [4-9]. Lim 
and Wang [10] used a high-order strain gradient nonlocal stress model to derive bending 
solutions of a nanobeam at different boundary conditions. 
 
The nonlocal elasticity theory of beams and bars and their static and dynamic analysis led to an 
understanding of the mechanical behavior of structures at the atomic scale. Numanoğlu et al. 
[11] investigated thermo-mechanical vibrational response of Timoshenko nanobeams by using 
nonlocal elasticity theory. Abdullah et al. [12] studied nonlinear vibration of nanobeams 
embedded in the linear and nonlinear elastic materials under magnetic and temperature effects. 
Demir and Civalek [13] presented vibration analysis of nanobeams embedded in nonlinear 
elastic medium under thermal and magnetic effects. Magneto-electro-mechanical size 
dependent nonlinear vibration of a nanobeam embedded in multilayer foundation is studied by 
using nonlocal elasticity theory [14]. Sari [15] investigated the second and third order 
superharmonic resonances of a simply supported nonlocal nano Euler-Bernoulli beam which is 
resting on elastic foundation and subjecting thermal and magmetic axial loads as well as 
uniform transverse harmonic excitation. Karlićić et al. [16] developed a model to describe the 
free vibration behavior of a cracked nanobeam embedded in an elastic medium by considering 
the effects of longitudinal magnetic field and temperature change. Lal and Dangi [17] analyzed 
the vibrational characteristics of a functionally graded non-uniform Timoshenko nnaobeam 
under linear and nonlinear temperature profiles on the base of nonlocal elasticity theory.  
 
In view of above literature survey, in this research is develop numerical methods that best suits 
to solve the vibration analysis of nanobeam in thermal environment. In this article presents 
vibration analysis of Euler-Bernoulli nanobeam considering a thermal effect. Size dependency 
of the nanobeam is described via nonlocal elasticity theory. The governing equations are 
obtained by Hamilton principle and solved by using multiple scale perturbation method.  

2. THEORY 

2.1 Nonlocal elasticity theory 

According to the Eringen’s nonlocal elasticity theory [3,18,19], the nonlocal stress tensor σij at 
point x of a homogenous and isotropic nanobeam relates to the local stress-tensor (tij) can be 
written as: 
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where 𝑡𝑡𝑥𝑥𝑥𝑥 and 𝜎𝜎𝑥𝑥𝑥𝑥 are the local and nonlocal normal stresses respectively. Here (𝑒𝑒0𝑎𝑎)2, 𝜀𝜀𝑥𝑥𝑥𝑥 and 
E are the nonlocal parameter, local strain and elastic modulus, respectively. Also, 𝑒𝑒0 is a 
constant appropriate to each material, a  is an internal characteristic length (e.g, lattice 
parameter, granular distance) and L is an external characteristic length (e.g, crack length, 
wavelength). Generally, a conservative estimate of the nonlocal parameter is 2e0 0  a  nm 
for SWCNTs is proposed by Wang [20].  
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2.2 Nonlocal Euler Bernoulli beam equation and boundary conditions 

Consider a nanobeam in thermal environment as shown in Figure 1. The nanobeam is subjected 
to stretching effects in a thermal environment as depicted in the figure. Applying the Hamilton’s 
principle and nonlocal theory presented by Eringen [3,18,19] and considering Euler-Bernoulli 
beam model, the following governing equation is developed 

 
Fig.1. Nanobeam in thermal environment  

 

𝐸𝐸𝐸𝐸 𝜕𝜕4𝑤̅𝑤
𝜕𝜕𝑥̅𝑥4 + 𝜌𝜌𝜌𝜌 𝜕𝜕2

𝜕𝜕𝑡𝑡̅2 [𝑤̅𝑤 − (𝑒𝑒0𝑎𝑎)2 𝜕𝜕2𝑤̅𝑤
𝜕𝜕𝑥̅𝑥2 ] + 𝐸𝐸𝐸𝐸𝐸𝐸∆𝑇𝑇

1−2𝜐𝜐
𝜕𝜕2

𝜕𝜕𝑥̅𝑥2 [𝑤̅𝑤 − (𝑒𝑒0𝑎𝑎)2 𝜕𝜕2𝑤̅𝑤
𝜕𝜕𝑥̅𝑥2 ]

= 𝐸𝐸𝐸𝐸
2𝐿𝐿 [∫ (𝜕𝜕𝑤̅𝑤

𝜕𝜕𝑥̅𝑥 )
2

𝑑𝑑𝑥̅𝑥𝐿𝐿
0 ] [𝜕𝜕2𝑤̅𝑤

𝜕𝜕𝑥̅𝑥2 − (𝑒𝑒0𝑎𝑎)2 𝜕𝜕4𝑤̅𝑤
𝜕𝜕𝑥̅𝑥4 ]

                                   (3) 

 
where 𝑤̅𝑤 is the transverse deflection, 𝑡𝑡̅ is the time, L is the length of the beam, A and I are area 
of beam and moment of inertia of the cross section, respectively. Additionally, ρ is mass density 
of nanobeam, E is the Young’s modulus of Elasticity, α is the thermal expansion coefficient, 
ΔT is the temperature change. In Eq. 1, the third term on the left hand side represents the thermal 
load and the right hand side term represents the stretching load.   

The following boundary conditions for the nanobeam are considered in this work.  
For simply supported (S-S) nanobeam 

𝑤̅𝑤(0, 𝑡𝑡̅) = 0,
𝑤̅𝑤′′(0, 𝑡𝑡̅) = 0,

𝑤̅𝑤(𝐿𝐿, 𝑡𝑡̅) = 0
𝑤̅𝑤′′(𝐿𝐿, 𝑡𝑡̅) = 0   

 
For clamped-clamped supported (C-C) nanobeam                                                           (4) 

𝑤̅𝑤(0, 𝑡𝑡̅) = 0,
𝑤̅𝑤′(0, 𝑡𝑡̅) = 0,          

𝑤̅𝑤(𝐿𝐿, 𝑡𝑡̅) = 0
𝑤̅𝑤′(𝐿𝐿, 𝑡𝑡̅) = 0    

 
Using the following nondimensional constants and variables 

𝑤𝑤 = 𝑤̅𝑤
𝐿𝐿 ;      𝑥𝑥 = 𝑥̅𝑥

𝐿𝐿  ;       𝑡𝑡 = 𝑡𝑡̅
𝐿𝐿2  √𝐸𝐸𝐸𝐸

𝜌𝜌𝜌𝜌 ;      𝛾𝛾 = 𝑒𝑒0𝑎𝑎
𝐿𝐿 ;       𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  𝐴𝐴𝐴𝐴∆𝑇𝑇𝐿𝐿2

𝐼𝐼(1−2𝜐𝜐)                               (5) 

The nondimensional form of the governing equation of motion for the nanobeam is given 
as 

𝜕𝜕4𝑤𝑤
𝜕𝜕𝑥𝑥4 + 𝜕𝜕2𝑤𝑤

𝜕𝜕𝑡𝑡2 − 𝛾𝛾2 𝜕𝜕4𝑤𝑤
𝜕𝜕𝑥𝑥2𝜕𝜕𝑡𝑡2 + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

𝜕𝜕2𝑤𝑤
𝜕𝜕𝑥𝑥2 − 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝛾𝛾2 𝜕𝜕4𝑤𝑤

𝜕𝜕𝑥𝑥4

= 1
2 [∫ (𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 )
2

𝑑𝑑𝑑𝑑1
0 ] [𝜕𝜕2𝑤𝑤

𝜕𝜕𝑥𝑥2 − 𝛾𝛾2 𝜕𝜕4𝑤𝑤
𝜕𝜕𝑥𝑥4 ]

                                                        (6) 

and the nondimensional boundary conditions become,  
For simply supported (S-S) nanobeam 

𝑤𝑤(0, 𝑡𝑡) = 0,
𝑤𝑤′′(0, 𝑡𝑡) = 0,

𝑤𝑤(1, 𝑡𝑡) = 0
𝑤𝑤′′(1, 𝑡𝑡) = 0 

 
For clamped-clamped supported (C-C) nanobeam                                                                 (7) 

𝑤𝑤(0, 𝑡𝑡) = 0,
𝑤𝑤′(0, 𝑡𝑡) = 0,          

𝑤𝑤(1, 𝑡𝑡) = 0
𝑤𝑤′(1, 𝑡𝑡) = 0 

3. METHOD OF SOLUTION 

Analytical solution will be obtained approximately with the help of the multiple scale method 
[21,22], which is one of a perturbation technique Nayfeh [21]. According to a set of first order 
approximations are sought in the the following expansion; 

              𝑤𝑤(𝑥𝑥, 𝑡𝑡; 𝜖𝜖) = 𝑤𝑤0(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1) + 𝜖𝜖 𝑤𝑤1(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1)                                                              (8) 

where ε is a small book-keeping parameter representing that the deflections are small. 𝑇𝑇0 = 𝑡𝑡 
is the fast time scale characterizing the motions corresponding to the unperturbed linear system, 
and 𝑇𝑇1 = 𝜀𝜀𝜀𝜀 is the slow time scale characterizing the modulation of the amplitudes and phases 
due to nonlinearity. The time derivatives are expressed in terms of the new time variables as 
follows 

𝜕𝜕
𝜕𝜕𝜕𝜕 = 𝜕𝜕

𝜕𝜕𝑇𝑇0
+ 𝜖𝜖 𝜕𝜕

𝜕𝜕𝑇𝑇1
                                                                                                 (9) 

𝜕𝜕2

𝜕𝜕𝑡𝑡2 = 𝜕𝜕2

𝜕𝜕𝑇𝑇02 + 2𝜖𝜖 𝜕𝜕2

𝜕𝜕𝑇𝑇0𝜕𝜕𝑇𝑇1
                      

Substituting the above equations into our equation of motion and categorizing them according 
to their respective order 

Order (1): 
𝑤𝑤0

𝑖𝑖𝑖𝑖 + 𝐷𝐷0
2𝑤𝑤0 − 𝛾𝛾2𝐷𝐷0

2𝑤𝑤0
′′ + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑤𝑤0

′′ − 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝛾𝛾2𝑤𝑤0
′𝑣𝑣 = 0                                          (10) 

Order (𝛜𝛜): 

𝑤𝑤1
𝑖𝑖𝑖𝑖 + 𝐷𝐷0

2𝑤𝑤1 − 𝛾𝛾2𝐷𝐷0
2𝑤𝑤1

′′ + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑤𝑤1
′′ − 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝛾𝛾2𝑤𝑤1

′𝑣𝑣 

 = −2𝐷𝐷0𝐷𝐷1𝑤𝑤0 + 2𝛾𝛾2𝐷𝐷0𝐷𝐷1𝑤𝑤0
′′ + 1

2 ∫ [𝑤𝑤0
′2𝑑𝑑𝑑𝑑]1

0 [𝑤𝑤0
′′ − 𝛾𝛾2𝑤𝑤0

′𝑣𝑣] + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 − 2𝜇𝜇𝐷𝐷0𝑤𝑤0 (11) 

3.1. Linear Problem 

In this section, solutions of first-order equations are performed to obtain fundamental linear 
frequencies and mode shapes. The first order of perturbation, which is linear, the solution is 
represented by: 

 𝑤𝑤0(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1) = [𝐴𝐴(𝑇𝑇1)𝑒𝑒𝑖𝑖𝑖𝑖𝑇𝑇0 + 𝑐𝑐𝑐𝑐]𝑌𝑌(𝑥𝑥)                                                                         (12) 

where cc, ω, A ( ) represent to the complex conjugate, natural frequency, complex amplitude, 
respectively. By substituting the above equation into order (1), the dispersion relation can be 
found as 

(1 − 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝛾𝛾2)𝑌𝑌𝑖𝑖𝑖𝑖(x) + (𝛾𝛾2𝜔𝜔2 + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)𝑌𝑌′′(𝑥𝑥) − 𝜔𝜔2𝑌𝑌(𝑥𝑥) = 0                                       (13) 
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principle and nonlocal theory presented by Eringen [3,18,19] and considering Euler-Bernoulli 
beam model, the following governing equation is developed 

 
Fig.1. Nanobeam in thermal environment  

 

𝐸𝐸𝐸𝐸 𝜕𝜕4𝑤̅𝑤
𝜕𝜕𝑥̅𝑥4 + 𝜌𝜌𝜌𝜌 𝜕𝜕2

𝜕𝜕𝑡𝑡̅2 [𝑤̅𝑤 − (𝑒𝑒0𝑎𝑎)2 𝜕𝜕2𝑤̅𝑤
𝜕𝜕𝑥̅𝑥2 ] + 𝐸𝐸𝐸𝐸𝐸𝐸∆𝑇𝑇

1−2𝜐𝜐
𝜕𝜕2

𝜕𝜕𝑥̅𝑥2 [𝑤̅𝑤 − (𝑒𝑒0𝑎𝑎)2 𝜕𝜕2𝑤̅𝑤
𝜕𝜕𝑥̅𝑥2 ]

= 𝐸𝐸𝐸𝐸
2𝐿𝐿 [∫ (𝜕𝜕𝑤̅𝑤

𝜕𝜕𝑥̅𝑥 )
2

𝑑𝑑𝑥̅𝑥𝐿𝐿
0 ] [𝜕𝜕2𝑤̅𝑤

𝜕𝜕𝑥̅𝑥2 − (𝑒𝑒0𝑎𝑎)2 𝜕𝜕4𝑤̅𝑤
𝜕𝜕𝑥̅𝑥4 ]

                                   (3) 

 
where 𝑤̅𝑤 is the transverse deflection, 𝑡𝑡̅ is the time, L is the length of the beam, A and I are area 
of beam and moment of inertia of the cross section, respectively. Additionally, ρ is mass density 
of nanobeam, E is the Young’s modulus of Elasticity, α is the thermal expansion coefficient, 
ΔT is the temperature change. In Eq. 1, the third term on the left hand side represents the thermal 
load and the right hand side term represents the stretching load.   

The following boundary conditions for the nanobeam are considered in this work.  
For simply supported (S-S) nanobeam 

𝑤̅𝑤(0, 𝑡𝑡̅) = 0,
𝑤̅𝑤′′(0, 𝑡𝑡̅) = 0,

𝑤̅𝑤(𝐿𝐿, 𝑡𝑡̅) = 0
𝑤̅𝑤′′(𝐿𝐿, 𝑡𝑡̅) = 0   

 
For clamped-clamped supported (C-C) nanobeam                                                           (4) 

𝑤̅𝑤(0, 𝑡𝑡̅) = 0,
𝑤̅𝑤′(0, 𝑡𝑡̅) = 0,          

𝑤̅𝑤(𝐿𝐿, 𝑡𝑡̅) = 0
𝑤̅𝑤′(𝐿𝐿, 𝑡𝑡̅) = 0    

 
Using the following nondimensional constants and variables 

𝑤𝑤 = 𝑤̅𝑤
𝐿𝐿 ;      𝑥𝑥 = 𝑥̅𝑥

𝐿𝐿  ;       𝑡𝑡 = 𝑡𝑡̅
𝐿𝐿2  √𝐸𝐸𝐸𝐸

𝜌𝜌𝜌𝜌 ;      𝛾𝛾 = 𝑒𝑒0𝑎𝑎
𝐿𝐿 ;       𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  𝐴𝐴𝐴𝐴∆𝑇𝑇𝐿𝐿2

𝐼𝐼(1−2𝜐𝜐)                               (5) 

The nondimensional form of the governing equation of motion for the nanobeam is given 
as 

𝜕𝜕4𝑤𝑤
𝜕𝜕𝑥𝑥4 + 𝜕𝜕2𝑤𝑤

𝜕𝜕𝑡𝑡2 − 𝛾𝛾2 𝜕𝜕4𝑤𝑤
𝜕𝜕𝑥𝑥2𝜕𝜕𝑡𝑡2 + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

𝜕𝜕2𝑤𝑤
𝜕𝜕𝑥𝑥2 − 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝛾𝛾2 𝜕𝜕4𝑤𝑤

𝜕𝜕𝑥𝑥4

= 1
2 [∫ (𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 )
2

𝑑𝑑𝑑𝑑1
0 ] [𝜕𝜕2𝑤𝑤

𝜕𝜕𝑥𝑥2 − 𝛾𝛾2 𝜕𝜕4𝑤𝑤
𝜕𝜕𝑥𝑥4 ]

                                                        (6) 

and the nondimensional boundary conditions become,  
For simply supported (S-S) nanobeam 

𝑤𝑤(0, 𝑡𝑡) = 0,
𝑤𝑤′′(0, 𝑡𝑡) = 0,

𝑤𝑤(1, 𝑡𝑡) = 0
𝑤𝑤′′(1, 𝑡𝑡) = 0 

 
For clamped-clamped supported (C-C) nanobeam                                                                 (7) 

𝑤𝑤(0, 𝑡𝑡) = 0,
𝑤𝑤′(0, 𝑡𝑡) = 0,          

𝑤𝑤(1, 𝑡𝑡) = 0
𝑤𝑤′(1, 𝑡𝑡) = 0 

3. METHOD OF SOLUTION 

Analytical solution will be obtained approximately with the help of the multiple scale method 
[21,22], which is one of a perturbation technique Nayfeh [21]. According to a set of first order 
approximations are sought in the the following expansion; 

              𝑤𝑤(𝑥𝑥, 𝑡𝑡; 𝜖𝜖) = 𝑤𝑤0(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1) + 𝜖𝜖 𝑤𝑤1(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1)                                                              (8) 

where ε is a small book-keeping parameter representing that the deflections are small. 𝑇𝑇0 = 𝑡𝑡 
is the fast time scale characterizing the motions corresponding to the unperturbed linear system, 
and 𝑇𝑇1 = 𝜀𝜀𝜀𝜀 is the slow time scale characterizing the modulation of the amplitudes and phases 
due to nonlinearity. The time derivatives are expressed in terms of the new time variables as 
follows 

𝜕𝜕
𝜕𝜕𝜕𝜕 = 𝜕𝜕

𝜕𝜕𝑇𝑇0
+ 𝜖𝜖 𝜕𝜕

𝜕𝜕𝑇𝑇1
                                                                                                 (9) 

𝜕𝜕2

𝜕𝜕𝑡𝑡2 = 𝜕𝜕2

𝜕𝜕𝑇𝑇02 + 2𝜖𝜖 𝜕𝜕2

𝜕𝜕𝑇𝑇0𝜕𝜕𝑇𝑇1
                      

Substituting the above equations into our equation of motion and categorizing them according 
to their respective order 

Order (1): 
𝑤𝑤0

𝑖𝑖𝑖𝑖 + 𝐷𝐷0
2𝑤𝑤0 − 𝛾𝛾2𝐷𝐷0

2𝑤𝑤0
′′ + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑤𝑤0

′′ − 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝛾𝛾2𝑤𝑤0
′𝑣𝑣 = 0                                          (10) 

Order (𝛜𝛜): 

𝑤𝑤1
𝑖𝑖𝑖𝑖 + 𝐷𝐷0

2𝑤𝑤1 − 𝛾𝛾2𝐷𝐷0
2𝑤𝑤1

′′ + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑤𝑤1
′′ − 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝛾𝛾2𝑤𝑤1

′𝑣𝑣 

 = −2𝐷𝐷0𝐷𝐷1𝑤𝑤0 + 2𝛾𝛾2𝐷𝐷0𝐷𝐷1𝑤𝑤0
′′ + 1

2 ∫ [𝑤𝑤0
′2𝑑𝑑𝑑𝑑]1

0 [𝑤𝑤0
′′ − 𝛾𝛾2𝑤𝑤0

′𝑣𝑣] + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 − 2𝜇𝜇𝐷𝐷0𝑤𝑤0 (11) 

3.1. Linear Problem 

In this section, solutions of first-order equations are performed to obtain fundamental linear 
frequencies and mode shapes. The first order of perturbation, which is linear, the solution is 
represented by: 

 𝑤𝑤0(𝑥𝑥, 𝑇𝑇0, 𝑇𝑇1) = [𝐴𝐴(𝑇𝑇1)𝑒𝑒𝑖𝑖𝑖𝑖𝑇𝑇0 + 𝑐𝑐𝑐𝑐]𝑌𝑌(𝑥𝑥)                                                                         (12) 

where cc, ω, A ( ) represent to the complex conjugate, natural frequency, complex amplitude, 
respectively. By substituting the above equation into order (1), the dispersion relation can be 
found as 

(1 − 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝛾𝛾2)𝑌𝑌𝑖𝑖𝑖𝑖(x) + (𝛾𝛾2𝜔𝜔2 + 𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)𝑌𝑌′′(𝑥𝑥) − 𝜔𝜔2𝑌𝑌(𝑥𝑥) = 0                                       (13) 
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The following shape function for any beam segment is considered for solution of the equation 
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4. NUMERICAL EXAMPLES 

In this section, the linear vibration characteristics of the nanobeam under temperature effect are 
studied. The material constants used in the calculation are Young’s modulus E=30GPa, the 
mass density ρ=1 kg/m3 and Poisson’s ratio v=0.3. The geometrical properties used in the 
calculation are height and thickness of rectangular cross-section are h=1 nm and b=2h, length 
of nanobeam is L=20 nm.  
 
 

 
 

(a) (b) 
Fig.2. First three vibration modes shape for ΔT=100K and eoa/L=0.1 a) Simply supported b) Clamped-clamped 
supported 
 

It should be noted that according to the previous discussions about the values of 𝑒𝑒0 and a in 
detail, 𝑒𝑒0𝑎𝑎 is usually considered as the single scale coefficient which is smaller than 2.0 nm for 
the nano structures. At temperature equal to or lower than room temperature, thermal expansion 
coefficient, 𝛼𝛼=−1.6×10−6, the values of temperature change considered are 𝑇𝑇=0𝐾𝐾, 𝑇𝑇=100𝐾𝐾 and 
𝑇𝑇=200𝐾𝐾. At temperature higher than room temperature, thermal expansion coefficient, 
𝛼𝛼=1.1×10−6, the values of temperature change considered are 𝑇𝑇=400𝐾𝐾, 𝑇𝑇=600𝐾𝐾 [23]. In the 
analyses, simple-simple (S-S) and clamped-clamped (C-C) are considered as boundary 
condition types of nanobeam.  
 
In order to show the usability and validity of developed formulation, nondimensional 
fundamental frequencies of S-S and C-C nanobeams at the room, low and high temperatures 
are given in Table 1 for different values of small scale parameter, γ, and temperature change 
(ΔT(K)). The first three modes analytical nondimensional frequencies are also calculated. Table 
1 is constructed by taking the small scale parameters as 𝛾𝛾 = 𝑒𝑒0𝑎𝑎

𝐿𝐿 =0, 0.1, 0.2, 0.3, 0.4 and 0.5. 
and ΔT =0, 50, 100, 200 K for room and low temperature and ΔT=0, 200, 400 and 600 K for 
high temperature. According to Table 1, at the temperature ΔT is high, we observe that 
fundamental frequencies decrease by increasing temperature change, while at the temperature 
ΔT is low and room, the fundamental frequencies increases by increasing temperature change. 
This phenomenon is more visible for lower modes.  It is because that nanobeam stiffness rises 
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at a low temperature and decreases at a high temperature. Also, it is seen from Table1 that an 
increase in the nondimensional nonlocal parameter gives rise to a decrement in the frequencies. 
Additionally, it is seen that the thermal effect has a significant effect on the vibration analysis 
of nanobeam. This holds true for both kinds of boundary conditions. Mode shapes of linear first 
three frequencies of S-S and C-C are plotted in Fig. 2 for  =0.1and ΔT=100K values, 
respectively.  
 

Table 1. First three non-dimensional frequencies for Simple-Simple and Clamped-Clamped 
  Boundary Conditions 
  S-S  C-C 
eoa/L ΔT(K) Mode 1 Mode 2 Mode 3  Mode 1 Mode 2 Mode 3 

Temperature ΔT is low and room 
0 0 9.8696 39.4784 88.8264  22.3733 61.6728 120.903 

50 10.3385 39.9555 89.3051  22.6355 62.0301 121.295 
100 10.787 40.427 89.7813  22.8945 62.3852 121.686 
200 11.6322 41.3539 90.7261  23.4029 63.089 122.464 

0.1 0 9.41588 33.4277 64.6414  21.109 50.9832 85.7164 
50 9.90624 33.9898 65.2977  21.4577 51.5244 86.403 
100 10.3734 34.5428 65.9474  21.8006 52.0599 87.0842 
200 11.2498 35.6231 67.228  22.47 53.1146 88.4309 

0.2 0 8.35692 24.5823 41.6285  18.2894 36.4239 54.524 
50 8.90578 25.3414 42.6404  18.8509 37.327 55.7304 
100 9.42273 26.0785 43.6289  19.3961 38.2102 56.9113 
200 10.3797 27.4934 45.5415  20.4425 39.9165 59.2025 

0.3 0 7.18238 18.5016 29.6181  15.3536 27.0017 38.834 
50 7.81418 19.4989 31.0242  16.1798 28.2973 40.5926 
100 8.39858 20.4476 32.3694  16.9658 29.5362 42.2781 
200 9.4597 22.224 34.9045  18.4373 31.8698 45.4621 

0.4 0 6.14558 14.5951 22.7743  12.9047 21.1398 29.9624 
50 6.87335 15.8403 24.5753  14.0051 22.822 32.2671 
100 7.53112 16.9946 26.2529  15.0251 24.3885 34.4178 
200 8.6987 19.0949 29.3217  16.8812 27.2525 38.3592 

0.5 0 5.30027 11.9744 18.439  10.9914 17.273 24.3324 
50 6.12925 13.4642 20.622  12.3586 19.3263 27.1622 
100 6.85875 14.8049 22.5952  13.589 21.1815 29.7238 
200 8.12355 17.1751 26.0977  15.7642 24.4736 34.2774 

Temperature ΔT is high 
0 0 9.8696 39.4784 88.8264  22.3733 61.6728 120.903 

200 8.44709 38.1356 87.4965  21.634 60.6786 119.819 
400 6.73035 36.7437 86.146  20.866 59.6667 118.724 
600 4.38655 35.297 84.774  20.0657 58.636 117.618 

0.1 0 9.41588 33.4277 64.6414  21.109 50.9832 85.7164 
200 7.91221 31.8306 62.8014  20.1177 49.4639 83.7995 
400 6.04544 30.149 60.9057  19.0725 47.8958 81.838 
600 3.23907 28.368 58.9492  17.9638 46.2739 79.8285 

0.2 0 8.35692 24.5823 41.6285  18.2894 36.4239 54.524 
200 6.61682 22.3622 38.7096  16.6471 33.814 51.0597 
400 4.2103 19.8958 35.5518  14.822 30.9848 47.343 
600 3.09032 17.0769 32.0847  12.7346 27.8694 43.3093 

0.3 0 7.18238 18.5016 29.6181  15.3536 27.0017 38.834 
200 5.0528 15.43 25.3521  12.8092 23.0662 33.5256 
400 3.49807 11.5698 20.2046  9.61139 18.3033 27.2007 
600 1.99987 5.44411 13.1804  4.53143 11.7453 18.8654 

0.4 0 6.14558 14.5951 22.7743  12.9047 21.1398 29.9624 
200 3.42233 10.4304 16.8573  9.22467 15.6052 22.4354 
400 2.13787 7.04748 10.7518  6.33634 13.7989 20.4792 
600 1.25251 5.26593 8.06968  5.85428 11.6548 18.4978 

0.5 0 5.30027 11.9744 18.439  10.9914 17.273 24.3324 
200 2.92726 6.25801 10.271  9.57549 13.8326 21.4315 
400 1.85002 5.87965 8.74501  7.34802 11.0257 18.8647 
600 1.03836 5.21252 7.82977  5.00532 9.7852 16.5814 
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The following shape function for any beam segment is considered for solution of the equation 
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4. NUMERICAL EXAMPLES 

In this section, the linear vibration characteristics of the nanobeam under temperature effect are 
studied. The material constants used in the calculation are Young’s modulus E=30GPa, the 
mass density ρ=1 kg/m3 and Poisson’s ratio v=0.3. The geometrical properties used in the 
calculation are height and thickness of rectangular cross-section are h=1 nm and b=2h, length 
of nanobeam is L=20 nm.  
 
 

 
 

(a) (b) 
Fig.2. First three vibration modes shape for ΔT=100K and eoa/L=0.1 a) Simply supported b) Clamped-clamped 
supported 
 

It should be noted that according to the previous discussions about the values of 𝑒𝑒0 and a in 
detail, 𝑒𝑒0𝑎𝑎 is usually considered as the single scale coefficient which is smaller than 2.0 nm for 
the nano structures. At temperature equal to or lower than room temperature, thermal expansion 
coefficient, 𝛼𝛼=−1.6×10−6, the values of temperature change considered are 𝑇𝑇=0𝐾𝐾, 𝑇𝑇=100𝐾𝐾 and 
𝑇𝑇=200𝐾𝐾. At temperature higher than room temperature, thermal expansion coefficient, 
𝛼𝛼=1.1×10−6, the values of temperature change considered are 𝑇𝑇=400𝐾𝐾, 𝑇𝑇=600𝐾𝐾 [23]. In the 
analyses, simple-simple (S-S) and clamped-clamped (C-C) are considered as boundary 
condition types of nanobeam.  
 
In order to show the usability and validity of developed formulation, nondimensional 
fundamental frequencies of S-S and C-C nanobeams at the room, low and high temperatures 
are given in Table 1 for different values of small scale parameter, γ, and temperature change 
(ΔT(K)). The first three modes analytical nondimensional frequencies are also calculated. Table 
1 is constructed by taking the small scale parameters as 𝛾𝛾 = 𝑒𝑒0𝑎𝑎

𝐿𝐿 =0, 0.1, 0.2, 0.3, 0.4 and 0.5. 
and ΔT =0, 50, 100, 200 K for room and low temperature and ΔT=0, 200, 400 and 600 K for 
high temperature. According to Table 1, at the temperature ΔT is high, we observe that 
fundamental frequencies decrease by increasing temperature change, while at the temperature 
ΔT is low and room, the fundamental frequencies increases by increasing temperature change. 
This phenomenon is more visible for lower modes.  It is because that nanobeam stiffness rises 
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at a low temperature and decreases at a high temperature. Also, it is seen from Table1 that an 
increase in the nondimensional nonlocal parameter gives rise to a decrement in the frequencies. 
Additionally, it is seen that the thermal effect has a significant effect on the vibration analysis 
of nanobeam. This holds true for both kinds of boundary conditions. Mode shapes of linear first 
three frequencies of S-S and C-C are plotted in Fig. 2 for  =0.1and ΔT=100K values, 
respectively.  
 

Table 1. First three non-dimensional frequencies for Simple-Simple and Clamped-Clamped 
  Boundary Conditions 
  S-S  C-C 
eoa/L ΔT(K) Mode 1 Mode 2 Mode 3  Mode 1 Mode 2 Mode 3 

Temperature ΔT is low and room 
0 0 9.8696 39.4784 88.8264  22.3733 61.6728 120.903 

50 10.3385 39.9555 89.3051  22.6355 62.0301 121.295 
100 10.787 40.427 89.7813  22.8945 62.3852 121.686 
200 11.6322 41.3539 90.7261  23.4029 63.089 122.464 

0.1 0 9.41588 33.4277 64.6414  21.109 50.9832 85.7164 
50 9.90624 33.9898 65.2977  21.4577 51.5244 86.403 
100 10.3734 34.5428 65.9474  21.8006 52.0599 87.0842 
200 11.2498 35.6231 67.228  22.47 53.1146 88.4309 

0.2 0 8.35692 24.5823 41.6285  18.2894 36.4239 54.524 
50 8.90578 25.3414 42.6404  18.8509 37.327 55.7304 
100 9.42273 26.0785 43.6289  19.3961 38.2102 56.9113 
200 10.3797 27.4934 45.5415  20.4425 39.9165 59.2025 

0.3 0 7.18238 18.5016 29.6181  15.3536 27.0017 38.834 
50 7.81418 19.4989 31.0242  16.1798 28.2973 40.5926 
100 8.39858 20.4476 32.3694  16.9658 29.5362 42.2781 
200 9.4597 22.224 34.9045  18.4373 31.8698 45.4621 

0.4 0 6.14558 14.5951 22.7743  12.9047 21.1398 29.9624 
50 6.87335 15.8403 24.5753  14.0051 22.822 32.2671 
100 7.53112 16.9946 26.2529  15.0251 24.3885 34.4178 
200 8.6987 19.0949 29.3217  16.8812 27.2525 38.3592 

0.5 0 5.30027 11.9744 18.439  10.9914 17.273 24.3324 
50 6.12925 13.4642 20.622  12.3586 19.3263 27.1622 
100 6.85875 14.8049 22.5952  13.589 21.1815 29.7238 
200 8.12355 17.1751 26.0977  15.7642 24.4736 34.2774 

Temperature ΔT is high 
0 0 9.8696 39.4784 88.8264  22.3733 61.6728 120.903 

200 8.44709 38.1356 87.4965  21.634 60.6786 119.819 
400 6.73035 36.7437 86.146  20.866 59.6667 118.724 
600 4.38655 35.297 84.774  20.0657 58.636 117.618 

0.1 0 9.41588 33.4277 64.6414  21.109 50.9832 85.7164 
200 7.91221 31.8306 62.8014  20.1177 49.4639 83.7995 
400 6.04544 30.149 60.9057  19.0725 47.8958 81.838 
600 3.23907 28.368 58.9492  17.9638 46.2739 79.8285 

0.2 0 8.35692 24.5823 41.6285  18.2894 36.4239 54.524 
200 6.61682 22.3622 38.7096  16.6471 33.814 51.0597 
400 4.2103 19.8958 35.5518  14.822 30.9848 47.343 
600 3.09032 17.0769 32.0847  12.7346 27.8694 43.3093 

0.3 0 7.18238 18.5016 29.6181  15.3536 27.0017 38.834 
200 5.0528 15.43 25.3521  12.8092 23.0662 33.5256 
400 3.49807 11.5698 20.2046  9.61139 18.3033 27.2007 
600 1.99987 5.44411 13.1804  4.53143 11.7453 18.8654 

0.4 0 6.14558 14.5951 22.7743  12.9047 21.1398 29.9624 
200 3.42233 10.4304 16.8573  9.22467 15.6052 22.4354 
400 2.13787 7.04748 10.7518  6.33634 13.7989 20.4792 
600 1.25251 5.26593 8.06968  5.85428 11.6548 18.4978 

0.5 0 5.30027 11.9744 18.439  10.9914 17.273 24.3324 
200 2.92726 6.25801 10.271  9.57549 13.8326 21.4315 
400 1.85002 5.87965 8.74501  7.34802 11.0257 18.8647 
600 1.03836 5.21252 7.82977  5.00532 9.7852 16.5814 
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5.CONCLUSIONS 

The linear vibration characteristics of Euler-Bernoulli nanobeams under thermal effects are 
investigated by employing nonlocal elasticity theory. The governing equation is derived using 
the Hamilton’s principle. The method of multiple scales is applied to the governing equation to 
evaluate the linear fundamental frequencies and mode shapes. In the analyses, simple-simple 
(S-S) and clamped-clamped (C-C) are considered as boundary condition types of nanobeam. 
Numerical examples show that fundamental frequencies decrease with increasing nonlocal 
parameter. Fundamental frequencies decrease with rising temperature change for the S-S and 
C-C end conditions when the temperature ΔT is high. And fundamental frequencies increase 
with rising temperature change for the S-S and C-C end conditions when the temperature ΔT is 
low and room. It is because of a reduction in the stiffness, and the induced damping effect by 
the temperature. Moreover, the nonlocal parameter is more effective in case of temperature 
rises.  
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